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Copyright Notice

Copyright © Sangfor Technologies Inc. 2025. All rights reserved (including but not limited to

revisions and final interpretation rights).

Unless otherwise stated or authorized by Sangfor Technologies Inc. (hereinafter referred to as
"Sangfor"), all intellectual property rights (including but not limited to copyrights, trademarks,
patents, trade secrets, etc.) and related rights contained or involved in this document and its
related content, including text, images, photos, audio, video, graphics, colors, layout design, etc.,
belong to Sangfor or its affiliated companies. Without written permission from Sangfor, no one is
allowed to use this document and its content without authorization (including but not limited to

copying, reprinting, excerpting, modifying, or displaying and disseminating it in other ways).

Important Notice

The products, services, or features you purchase are subject to the commercial contract and terms
of Sangfor Technologies Inc. Some or all of the products, services, or features described in this
document may not be within your scope of purchase or use. Unless otherwise agreed in the contract,
Sangfor makes no explicit or implied statements or warranties regarding the content of this

document.

Due to product version upgrades or other reasons, the content of this document will be updated
periodically without prior notice. Unless otherwise agreed, this document is only intended as a
usage guide, and all statements, information, and recommendations herein do not constitute any
explicit or implied warranty. Sangfor shall not be liable for any losses or damages resulting from

omissions, modifications, or errors in this document.
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Hong Kong: (+852) 3427 9160
UK: (+44) 8455 332 371
Singapore: (+65) 9189 3267
Malaysia: (+60) 3 2201 0192
Thailand: (+66) 2 254 5884
Indonesia: (+62) 21 5695 0789

You can also visit Sangfor's official website: www.sangfor.com for the latest technical and product

information.
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1 Introduction

In today's digital age, the migration of data and assets has become a critical link in the continuous
development of enterprises. VMware virtual machine migration is not only a technical task but also
a systematic project involving multiple aspects. It requires us to thoroughly sort out existing asset
information, carefully plan the path of data migration, execute specific migration operations, and
ensure seamless business transition during the migration process. The success of this process not
only depends on the support of cutting-edge technology and meticulous planning but also on a

deep understanding and insight into business processes and data architecture.

This article will delve into VMware virtual machine data migration strategies, tools, processes, and
best practices, aiming to provide readers with a comprehensive guide to help enterprises
successfully complete this critical task. Let's explore how to lay a solid foundation for the future

development of enterprises through carefully planned data migration.

Sangfor provides four migration methods for VMware data migration users to meet the migration

needs of various scenarios:

«  VMware Managed Migration: Use Sangfor cloud/virtualization platform to manage vCenter
for data migration.

+ SCMT Agentless Point-to-Point Migration: Use Sangfor migration tools to connect to

vCenter for data migration.

+ SCMT Agent-based Point-to-Point Migration: Use migration tools to connect to agent
plugins for data migration based on data replication.

. SCMT Agent-based Hot Backup Migration: Use migration tools to connect to agent

plugins for migration based on CDP technology.
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2 Key Information Collection and Assessment Before Migration

Before performing VMware virtual machine migration, detailed information collection should be

conducted to determine the migration plan, including:

. Models of physical servers, external storage, network equipment, etc.: Assess the
support for existing physical storage and network equipment. If the existing equipment reaches
its service life expectancy or is incompatible with the new platform, consider adopting a new

resource pool for support.

For the compatibility list of Sangfor cloud/virtualization platform hardware and software, please

refer to the following link:

https://www.sangfor.com/cloud-and-infrastructure/products/hci-compatibility-chart

ﬂ Supported Operating System ~ Search Model
Server Architecture ‘Compatible Version Compatibility Status Update Time
Supported Operating System

1 AlmaLinux 91 Applications Click here evaluated 2024-09-28 10:10:2€

2 Almalinux release 8.4 c86 Click here evaluated 2024-09-2810:29:13

3 AlmaLinux release 8.4 Server Architecture x86 Click here evaluated 2024-09-2810:08:5

3 CPU

4 Almalinux9.0 ARM Click here evaluated 2024-09-2810:41:32
Memory

5 almaliunx8.6 . xB86 Click here evaluated 2024-09-2810:10:2¢
Hard Disk

6 Anolis 0579 Raid Card <86 Click here evaluated 2024-09-2810:22:5;
GPU Card

7 Anolis 05 7.9 x86 Click here evaluated 2024-09-2810:04:4
HBA Card

8 AnolisOS 8.4 Network Card x86 Click here certificate 2023-12-0815:36:14

9 Cent0S510 External Storage X86 Click here evaluated 2024-09-29 09:56:2
Others

10 CentOS510 —— x86 Click here evaluated 2024-09-29 09:56:2

« vCenter/ESXi version: Assess whether it supports connecting to VDDK using agentless
migration mode. If not, adopt an agent-based approach for migration. The following table

shows the versions of Sangfor-supported agentless migration.
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VMware platform compatibility list (for agentless method)

ESXi 5.5/6.0/6.5/6.7/7.0/7.0.2

VWware
vSphere 5.5/6.0/6.5/6.7/7.0/7.0.2

« Types of business applications, bearing pressure, downtime window: Assess the
acceptable downtime for business and determine the suitable migration method for each
application virtual machine. The actual environment may vary due to network and storage

performance differences. The following table provides laboratory test data for reference only.

Operating System Migration Method Switch Time

Managed Migration 7 minutes 8 seconds

Point-to-Point Migration

(Agentless) 5 minutes 7 seconds

Windows Server
Point-to-Point Migration

(Agent-based) 3 minutes 27 seconds

SCMT Hot Backup Migration 1 minute 22 seconds

Managed Migration 8 minutes 22 seconds

Point-to-Point Migration

(Agentless) 2 minutes 51 seconds

Linux
Point-to-Point Migration

(Agent-based) 4 minutes 6 seconds

SCMT Hot Backup Migration 1 minute 13 seconds
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« Operating system version: Avoid using outdated versions that are not supported. If no
supported, consider adopting a migration path that involves replacing the operating system.

The following table shows the compatibility support for some operating systems.

Virtualization

Operating Version 32 bit_or Boot SCMT " Platform
System 64 bit Method Supportability Support Status
Windows xp sp2 32/64 BIOS v v
Windows 7 32/64 BIOS v v
Windows 8 32/64 BIOS v v
Windows 10 32 BIOS v v
Windows 10 64 BIOS/UEFI v Vv
Windows 11 64 BIOS/UEFI v Vv
Winzd(;’o";sssglr"er 32/64 BIOS Vv v
Windows Windows server 32/64 BIOS v Vv
2003 R2
Wi”d"z"ésbsser"er 32/64 BIOS v Vv
Wincz'%‘gg oerver 64 BIOS v Vv
Wi”d"z"ésl;er"er 64 BIOS/UEFI Vv Vv
WI”CZ'%"IVE oerver 64 BIOS/UEFI Vv Vv
Wi”d"z"ésl Server 64 BIOS/UEFI Vv Vv
Wi”d°2"é'°‘1§er"er 64 BIOS/UEFI Vv Vv
Wi”d°2"é'°‘2§er"er 64 BIOS/UEFI Vv Vv
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Virtualization

Operating . Boot SCMT
Version e Platform
System Method Supportability Support Status
SUSE Linux
Enterprise 11 SP3 32 BIOS v 4
SUSE Linux
SUSE Enterprise 11 SP3 64 BIOS/UEFI v v
SUSE Linux
Enterprise 11 SP4 32/64 BIOS 4 4
Red Hat Enterprise
Linux 5.6 32/64 BIOS v v
Red Hat Enterprise
Linux 5.7 32/64 BIOS v v
Red Hat Enterprise
Linux 5.8 32/64 BIOS v v
Red Hat Enterprise
Linux 5.9 32/64 BIOS v v
Red Hat Enterprise
Linux 5.10 32/64 BIOS v v
Red Hat Enterprise
Linux 5.11 32/64 BIOS v v
Red Hat Enterprise
Linux 6.0 32/64 BIOS v v
Redhat -
Red H_at Enterprise 32/64 BIOS v v
Linux 6.1
Red Hat Enterprise
Linux 6.2 32/64 BIOS v v
Red Hat Enterprise
Linux 6.3 32/64 BIOS v v
Red Hat Enterprise
Linux 6.4 32/64 BIOS v v
Red H_at Enterprise 32 BIOS v v
Linux 6.5
Red H_at Enterprise 64 BIOS/UEFI v v
Linux 6.5
Red H_at Enterprise 32 BIOS v v
Linux 6.6
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« Virtual device format and file system type: Assess the support for data migration. General

file systems are basically supported, and bare disk media does not need to be migrated and
can be remapped for use. The following table shows the support list for disks and files by the

Sangfor migration tool.

Disk and file system support list

File ext2, ext3, ext4, xfs, FAT, FAT32, NTFS, Refs

Device format Ivm, GPT, MBR, Dynamic volume, Spanned volume, Striped volume

« Network port policy: Check the network port policy and open the management and data
transfer ports between the migration source and target as needed to prevent migration failure.
The following table shows the port communication conditions for each migration method as an

example.

Destination Destination

Migration Method Source IP IP Port Protocol Port Service Description
Sangfor Issue Management
VMware Managed Platform vCenter 443 Tcp Platform Command
Migration Sangf Perform Virtual Machi
angfor . erform Virtual Machine
Platform ESXi 202 Tce Data Transfer
Access Migration Server
) ) 22 Tep Backend
SCMT Migration Management Server
Task Management PC ,
80.443 TCP Access Server's Web
! Service
Issue Management
SCMT Point-to- SCMT Server vCenter 443 TCP Platform Command
Point Migration
Agentless i i
(Ag ) SCMT Server ESXi 902 Tcp Perform Virtual Machine
Data Transfer
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Source IP

Destination

Destination

Protocol

Migration Method IP Port Port Service Description
Download Agent Plugin
Source/ 80 TCcP (Manual Import Possible)
SCMT Server
Target
2 ~ 20047
SCMT Point-to- 0000 ~ 200 TCP Agent Connect to Server
Point Migration
(Agent-based) 20000 ~ 20047 Synchronize Data
Source Target (Any) TCP Transfer Port
Transfer Control
SCMT Server Target 26000 ~ 26600 TCP Information During Point-
to-Point Switch
Download Agent Plugin
80 Tcp (Manual Import Possible)
Source/ | scMT server
SCMT Live Backup Target
Migration 20000 ~ 20003 TCP Agent Connect to Server
(Agent-based)
Target SCMT Server | 20000~ 20003 TCP .Back'up/Hot Backup
Migration Data Transfer

. Migration network information: Evaluate the impact on the business network based on the

network bandwidth during migration transfer and calculate and arrange the overall migration

work time. The following table provides examples for some system migrations.

Business System
Data Type

JOriginal)
OA Type Applications
Web Application Middleware 07
Database Scenario 0.6
ERP (10 Gigabit) 07

Compression
Ratio
(Compressed

Effective
Data of the
Whole
Machine

Data

500GB
200GB 140GB
150GB 90GB

1B 717GB

Compressed

Volume
(Full data)

300GB

First
Data
Increment

Data

0.3GB

0.3GB

0.5GB

2GB

Second

0.1GB

0.05GB

0.1GB

0.5GB

Increment

Source
Outbound
Bandwidth

Pre-Switch
Data
Increment

0.02G8 300Mbps.

0.01GB 300Mbps.
0.02GB 300Mbps

0.1GB 2000Mbps

Target
Outbound
Bandwidth

300Mbps
300Mbps 120
300Mbps 120

2000Mbps 120

System
Processing
Redundancy
Factor

Data Total

Business

Transfer | SWieh | | erruption | Migration
5 i Unit: 5
(Unit: (Minute) ( (Unit:
Minutes) Reputes) Minutes)
77 5 5 82
50 5 5 55
59 5 5 64

« System resource configuration and occupancy rate: Assess whether the operating system

needs resource and configuration adjustments after migration. Considering the impact of

application binding, it is a principle to only expand and not reduce.
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3 VMware Managed Migration Based on Agentless Technology

Sangfor's cloud/virtualization platform has built-in capabilities to manage VMware, supporting the
migration of VMware virtual machines to a new platform while running through the management
of vCenter by invoking the VDDK interface. It allows for batch system migration in the powered-on
state, and during the final phase of migration, the source virtual machine is shut down to complete
the migration. The overall process adopts a method similar to vMotion, simplifying and efficiently

completing the migration action.

| Virtual Machines

= o o Mot v T Filler v Name - r o C

- @ Vst Miachings (153)

Hama Statis “  Reseurca Panl aroup cunst 08 Kay Hama " Flame 1P cFU CFU lisage aparation
1 @ Hol DR (8)
P — HEL3 © menng VMware VMWD, Omerlilm. - - - 32 cors(e) m— 1w | Cone  MOre
& e 20
'3 oo - VMwareHO . Olher28xL . - 102512512 - 2 careis) - 2% | Conssle Mo
S Vhware (12)
1}
1 Dataurt Group &) Wil manzgement o on - VihareHO. . Microsof W 19218815 9. 2 caredz) - 20%  Corcole | Mo
# Tag b}
D Bacuss
wn7_managa o on VMware VNwEIRHD | McroscRW - 17308 B424 . - 4 care(s) -
#F FacxlUp
o
hawars vCantar Samar o on Viwars VMwaraHO. . Otherdxori. - wiERIEA - 8 core(s)
#F Resel CBT
VELS-IDETZ245-45TD- 44 1-colads... @ On Viware VMwareHQ..  OmherdzorL. - - - 1 corecs) P
2C Cluud Interconnect
VCLS-dede T0s-eSH4beb-bech-BUTeB.. O On VMwae VMwareHO.. Ol lioil. - - - 1 cores) .
o EnAmene
& Cions
UCLS Gubeabl Sadf 4491 340 o85880. . © On - VMwaraHO. . Other Lx 1 ez}
cantos -mpalE oon awar VMwareHO | CamOs (s - . . 2 caregs) B Alocale
vinesin e on Viwars VWwareHO | Ofher3xli - c = 12 corais) S T

Key steps for VMware managed migration are as follows:

1. Sangfor's cloud/virtualization platform connects to vCenter, needing to open the 443 and 902
ports between the Sangfor platform and vCenter, compatible with vCenter versions 5.0 ~ 7.0.2.
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Mame: ViMiware_Cluster

Descripfion:

Type: ViMlware -
Cluster IP: 192.168. 1

Username: administratur@‘

Paszsword: assnareranare

Port: 443

2. After the managed connection is completed, select multiple business virtual machines for batch
migration. During the migration process, a maximum of two virtual machines are migrated
concurrently, while the rest are queued in order. The overall migration rate depends on

network quality and storage rate.

3. In Sangfor's cloud/virtualization platform, configure the migration tasks, determining the
running location, network connection, migration speed limit, compression transmission, etc.,

for each virtual machine after migration, and initiate the virtual machine migration task.

4 \Virtual Machines > Bulk Migrate VMs

@ Select Target Pool o ‘Configure D Location 3 | Configure NIG 4 | Confirm
’

Name Status Description Current Datastore Destination Datastore. Current Node. Destination Node
‘VMware_Cloud_Director-10.5.0.¢ O off VMware vCloud Director HDD Datastore sf-eds-block v 10.10.50.31 < Auto > hd
VRealize-Operations-Manager-A) @ Off VMware Aria OperationsVersion | HDD Datastare sf-eds-block v 10105031 <Auto> -
AVE-19.10.0.135 0 off This is an Avamar Virtual Edition.  HDD Datastore sf-eds-block * 10105031 <Auto >

AvamarCombinedProxy o ot This is a Linux machine intended ~ HDD Datastore sf-eds-block - 10.10.50.31 <Auto > -

Make Your Digital Transformation Simpler and Secure

Sangfor Technologies
No . 16 Xiandong Road , Xili Street, Nanshan District, Shenzhen City, Guangdong Province, China
T.: 460 12711 7129 (7511) | E.: sales@sangfor.com | W.: www.sangfor.com



S SANGFOR

4. During the final stage of migration, after the virtual machine image format conversion is

completed, the platform will automatically start the virtual machine for driver injection and
configuration optimization, while the source end virtual machine is shut down (not deleted),

and the business is switched to the target virtual machine access.

5. Initiated by business and operations personnel, verify that the business system access is
normal, indicating that the migration is complete. If business access is abnormal and needs to
be rolled back, you can shut down the target end and restart the VMware virtual machine to
restore business.

@ Select Target Resource Pool Q

# Bulk Edit

Settings

MIC Configuration

Connect NIC 1 To: busniess
Connect NIC 2 To:

Connect NIC 3 To:

Network:
Max Speed: © Unlimited Max Speed MB/s
Compressed: ) Enabled Disabled

CPU Throttling: Enabled Disabled
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Precautions for VMware managed migration:

. Unmigratable scenarios: VMware virtual machines mounted with external storage LUNSs,
bare disk mapping RDMs, USBKEY mappings, etc., cannot be captured by VDDK snapshots and
cannot be migrated to the Sangfor platform through managed migration. It is recommended

to unmount before migration and manually remount/map to the new virtual machine after

Configuration Advanced Configuration Advanced
[2] Processor 12 corefs] |2] Processor 12 core(s]
. © Cores: . & Method: New disk Existing disk | O Physical disk | Shared disk
= \emory 8GB = \Memory 8GB
= Disk 1 120 GB - Disk 4 Nodes LUN Size Type Details
= Virtual Disk 1 120 GB
Disk - Disk 2 120 GB [o] =V 192.168. 0 1000 GB  Local View
; Cores |
CD/DVD “= Disk 3 120 GB
Serial Port ALt aa o CD/DVD 1 CD/DVD Drive
Enz
NIC m eth0 Connected To: B-M_SW
Use
UsB Disk 10 Limit: || Enable( )
Par
Encryption Card
Ene & Other Hardware

G

G) Add Hardware ¥

« Migration configuration changes: The effect of managed migration is to completely
replicate the source virtual machine to the new platform, including CPU, memory, IP, hostname,
storage, and other resources, which will not change. If modifications are needed, please
manually configure during business launch. The MAC address and UUID of the virtual machine
after migration will change. If some applications rely on MAC and UUID for authorization or

function binding, please modify the configuration on the platform after migration.

Processor 12 core(s) Enable
. \lemory 8GB Type: Virtual NIC M
= Disk 1 120GB
Adapter Model:
= Disk 2 120 GB
0 coowo 1 COIBVD Drive Connected To:  B-M_SW [ =
= ethd Connected To: B-M_SW MAC Address: | FEFFCFE B42AEE (8]
Traffic Limit: Enable
IP Address Takes effect after vmTools is installed Details
“ Other Hardware Guest OSes Supported
() Add Hardware ¥ Enable IPv4 address

“ Gancel
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Configuration Advanced \

Boot Order: n Disk 1 - H CD/IDVD - n None A @

Lifecycle: © Immortal Expiration Date @ O
Hostname: Default hostname [,
Others: Power on at node startup

Reboot if fault occurs (due to crash, blue screen, etc., requires vmTools installed)
[U UID: 45212b08-3da5-4fb7-80a5-m0215d60621) @ Regenerate UUID

Enable disk encryption ()

Enable VM escape detection (1)

Enable network affinity (1)

Reqguiarly sync guest time with node @

Enable TPM 2.0 (1)

¥ Debugging

« Avoiding snapshot effects: Managed migration is based on snapshots to capture and
compare the data differences of VMDK. During the entire migration process, multiple snapshot
actions are performed, which have a significant impact on business performance. Therefore,

high-load business migration work needs to apply for a specific business downtime window to

proceed.
|:] > Remaove snapshot @ win7_manage @ Completed admi
D » Create virtual machine snapshot & win7_manage @ Completed admi
O > [initiste quest 05 shutdown | 4=—mp—wrinms—mansge  Migrat@vimepapshot admi
[0 » | Remove snapshot & win7_manage & Completed admi
D > Create virtual machine snapshot @ win7_manage @ Completed admi
o * Remove snapshot G win7_manage & completed admi
[0 > |[Create virtual machine snapshot | ~4Sr=wmry—Tmanage shutd@waari\éivtein the final stage admi
O » | Remove snapshot & win7_manage & Completed admi
[0 *» | Create virtual machine snapshot & win7_manage © completed admi
E] > Reconfigure virtual machine & wini_manage @ Completed admi
(O *» | remove snapshot & win7_manage &) completed admi
E] > Create virtual machine snapshot & win7_manage @ Completed admi
|:] > Reconfigure virtual machine '@ win7_manage @ Completed admi
[am] N Plmsarm e M v ebeim] o i M eim T o m—— L S ) et

. Migration shutdown switching: The entire managed migration process is fully automated.
After the migration task starts, including data transfer, target startup, and network switching,
all are automatically realized by the system. Apart from manual shutdown and business
verification, no human intervention is required. The advantage is that the migration operation
is simple, but the disadvantage is that configuration changes are uncontrollable, and there is
a shutdown risk at the source end. If business applications are very sensitive to continuity or

need to control the switching process details, please use the SCMT tool for migration.
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4 SCMT Point-to-Point Migration Based on Agentless Technology

Sangfor provides the Sangfor Cloud Migration Tool SCMT to achieve data migration based on
agentless technology, similar to managed migration technology. SCMT connects to the vCenter
interface to obtain resources and issue transmission instructions. Compared to managed migration,
SCMT enriches the migration process with more functions, allowing migration changes, scheduled
switching, virtual machine verification, etc., making the entire migration work applicable to more

scenarios.

®

Migration Tool
Server

@ M vM

@ @
PC PC PC PC
Call the API interface to obtain the initial full

Create a virtual machine based on the full snapshot -
=— data (VMDK to QCOW?2 conversion) Rt ==
m (5] Qcow2

Compare incremental data through snapshots -

=5 and transfer to the target end %
Original Resource Pool = Create a New Resource Pool
- Source end business downtime, transfer the
final incremental data

VMDK Qcow2

AT

Key steps for SCMT agentless point-to-point migration are as follows:

1. Use Sangfor's migration tool SCMT to connect to the vCenter management platform. After
successful connection, VMware's virtual machine list and status information are automatically

obtained through vCenter. Refer to the migration assessment to determine compatibility.
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Connections | Virtual Data Centers

Virtual Data Centers o

=]

=]

=] @ VMWare vSphere (192.16¢

<! VMWare vSphere (192.7 1
© - @ HQDatacenter (20/20)

& HQ_cluster (20 /20)

-

Q

=

Q

9 40 9 04 4 494 4O 0

Resources ( 20 / 20)

AF

HCL1

HCI_2

HCI_3

HCI_DR

HCI_for_Test

PXE_test

VMware vCenter Server

centos7-template

centos7fortest

damin

(20/20)

Expand All Collapse All

2. After the connection is completed, select the virtual machines to be migrated in SCMT and

create a point-to-point migration task. This step selects the source virtual machine's CPU,

memory, disk, network card, and other resources for migration, allowing modifications to

resource size, type, and configuration during the migration process, and allows configuring

data synchronization frequency and transmission bandwidth limit according to network

conditions.

Create

v Sync Parameters

Now

v Disk Mapping

Source

2

(60.0G8)Hard disk 1

(120.0GB)Hard disk 2

» Advanced Sync Parameters

Enabled

8 D.\uslo!el‘ VirtualDatastore1

Check Destination

(] 2
° New Disk 1
° New Disk 2

GB

G8
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3. During the creation of the migration task, embed the Sangfor cloud/virtualization platform's

new virtual machine function, allowing the selection of detailed configurations for the target
end virtual machine after migration. If modifications, policy changes, or advanced feature
configurations are needed for the virtual machine after migration, these can be completed
before migration, automatically taking effect on the target end without consuming time during
the business downtime switching process, potentially shortening the business downtime

window.

Create X

Datastore VirtualDatastore1
Storage Policy | 2_replica
Advanced Settings Run Location Auto
.2 for Migration Dst
Guest 0S Auto-matching
_ = HA B Migrate to another node if the node fails
Set advanced paramjeters for the destination
VM of the migration IR VM Feature High Priority (guarantee resources for VM operation and recovery)

destination VM settings are High Performance

d and the migrati s Power on at node startup

Processors 4

g5 cannot be changed in this

configuration wizard.

Connect To: busniess

- Memory 4GB

= Disk1 60GB

= Disk2 12068 For more information about the advanced settings. go

© coovp MigrationStart Image = to the virtual machine console

4. After the migration task is created, SCMT will automatically follow the above steps to create a
virtual machine on the target end and connect. Once connected, it enters the data transmission
phase, with the first data transmission transferring all data, and subsequent transmissions
according to the set frequency for incremental data transfer. The entire transmission process
allows the source end business to operate normally, but each snapshot will cause a

performance drop of about 40%.

= Groups s mma |Am.u;..monmn;

W Al Migration Jo | creat Sye and Fail Over Verification Successt Resource Umit | | tocatetoGraup | | etete
Name Migration Process Key Time Point Operation
e : s . L@ o elE
: & e A i
wial masage S o oo 152168115248 (Onie) B
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5. When reaching the business switching window or business off-peak period, enter the downtime

switching process, making selections for the source and target end states during the switching
process. It is recommended to choose "disconnect network" for the source end and directly
start the target end to verify the business.

Fail Over After Sync

Select the operation during failover for the [source]. @

l -] ! Disconnect Network g Shut Down %’/ No Actions

[Disconnect Network]: Disable the network if the source is agent-based. Disconnect the VM NIC from the network

if the source is agentiess,

Select the status of the [destination] after failover.

a g Power On Q Shut Down

[Power on]: Power on the destination after failover. Note: When the source fails the shutdown, the failover
operation will be interrupted.

Directly Fail Over

Directly Fail Over

Do not perform operations such as drive injection or IP setting during failover. Try this option and perform manual ¥

o =

6. After the switch starts, SCMT will follow the configured policy to shut down the source end
network card to stop business, then synchronize the last incremental data to the target end,
and simultaneously start the target end virtual machine for format conversion and driver
injection work. Once the switch is completed, the target end virtual machine takes over the
business.

| All Migration Jobs

=3 e | gy (5]
Name Key Time Point Operation
demo1 (J Dst . s Data Failed Over: 2025-03-03 16:15:55 @

Edit Logs
182.168.115.200 (Online) Failover Executed: 2025-03-03 16:15:55 ‘ ‘ ‘
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| All Migration Jobs

Locate 1o Group I [ Delete ]

create | | sy - H sync and Fail Over j Verification Successful | |[ Resource Limit

Name Migration Process Key Time Point

B demo » sic ® @ @ Dst ® &  Dota Failed Over 2025-03-03 16:15:55 @
Cd
Verification completed. Mig

centosTfortest 192.168,115.200 (Online) Failover Executed: 2025-03-03 16:15:55

ration successful

7. Initiated by business and operations personnel, verify that the business system access is
normal, indicating that the migration is complete. If business access is abnormal and needs to
be rolled back, you can shut down the target end and restart the VMware virtual machine to

restore business.

Explanation of SCMT agentless point-to-point migration:

SCMT agentless point-to-point migration cannot handle scenarios where external storage LUNSs,
bare disk mapping RDMs, USBKEY mappings are mounted, and similarly cannot avoid the impact
of snapshots. However, compared to managed migration, SCMT adds rich orchestration and

verification capabilities to support more scenarios during the entire migration process:

. When it is necessary to expand specifications and optimize configurations for the virtual
machines to be migrated, these can be completed during the creation of the migration task,
without consuming time during the business downtime switching process, potentially

shortening the business downtime window.

. When it is necessary to migrate cluster-type application systems (Redis, Zookeeper), migration
tasks can be created simultaneously for multiple virtual machines. Once all node data

synchronization is completed, a unified migration switch is performed.

. In unattended scenarios, migration tasks can be created for application virtual machines on
the first evening, with the migration system automatically performing data transfer overnight.

Before business launch the next day, a unified application switch is performed.
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5 SCMT Point-to-Point Migration Based on Agent Technology

Sangfor's migration tool SCMT supports data copy migration through the agent plugin mode. After
installing the agent plugin on the source end operating system and connecting to the SCMT server,
it receives migration tasks and data transmission instructions issued by the SCMT interface,
simultaneously reading the disk blocks in the operating system to achieve full and incremental data

transfer. With the help of the agent plugin, the impact on the source system can be reduced, and
migration efficiency can be improved.

®

Migration Tool

[ 22 | VM !
g . ?ng - ‘he‘ = Crea'e b ee i
Agent Agent Agent \nstalt (\'\gg and connec atthe ‘a,;;fetr ,,75!8’_,ce 3 PC PC PC
urce en,
Generate a full file backup through the Agent
“ Create a virtual machine system based on OS files
. and continuously receive incremental data

and transfer to the target end
Original Resource Pool . e . Create a New Resource Pool
Source end business downtime, transfer the

. final incremental data

b4

VMDK Qcow2

Key steps for SCMT agent-based migration are as follows:

1. Install the agent plugin on the source end operating system to be migrated, requiring the total
memory of the source end operating system to be greater than 2G, free memory greater than
1G, and access to relevant network ports of the SCMT server. Refer to the migration
assessment to determine the environment and compatibility.
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Installing

computer.

‘& Setup - Sangfor Cloud Migration Platform

Please wait while Setup installs Sangfor Cloud Migration Platform on your

plan.

ﬁ

@ The agent is installed successfully.
Log in to the web console of the server and create a backup

Server URL: hitp://192.165

H"E

5?’

2. After the connection is completed, select the virtual machines to be migrated in SCMT and

create a point-to-point migration task. The steps of this solution are different from SCMT

agentless migration in terms of transmission technology, but the page operation is completely

the same.

Create

Job Basics

Job Name agent_base

Group All Migration Jobs
Select the sources and destinations

Source

l Type Agent-based Machine

1-PC(192.168.

Check

Destination
Agentless Machine (VM Sangfor HCI (192.168

1-PC(192.168 .2025_03 03-16_49_55

x86
Architecture

x86

4 Corels)

Memory 4G8

4 Core(s)
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3. During the creation of the migration task, you can simultaneously select detailed configurations

for the target end virtual machine after migration. If modifications, policy changes, or
advanced feature configurations are needed for the virtual machine after migration, these can
be completed before migration, automatically taking effect on the target end without
consuming time during the business downtime switching process, potentially shortening the

business downtime window.

Create x
Failover Mode Manual Schedule
Src-to-Dst Network Configuration © Apply Src Configuration
Source Check Destination
NICs 1 (] 1
Device Name Sangfor FastlO Ethernet Adapter New NIC Virtio B-M_SW
MAC Address FE-FC-FE-D2-E2-ED MAC Address 00:14:21:09:B3:45
NIC 1 (]
Network Name = ZeihiZeh Network Name ~ ZRibifis
IP Address 1 192.168.115.201/255.255.255.0 IP Address 1 192.168.115.201/255.255.255.0
Default GW 192.168.115.254 Default GW 192.168.115.254
Global DNS 1 114.114.114.114 © DNS 1 114.114.114.114
Settings

4. After the migration task is created, SCMT will automatically follow the above steps to create a
virtual machine on the target end and connect. During the transmission process, the agent's
CPU resource consumption is less than 3%, memory consumption peaks at less than 260MB;
default storage performance consumption is 30%, read queue depth is 4; default network

bandwidth consumption is 300Mbps; storage and network limitations can be manually adjusted.
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| All Migration Jobs

[ Create J [ Syne vl ‘ Sync and Fail Over “ | ‘ Verification Successful v | ‘ Resource Limit l

Locate to Group II Delete I

Name Migration Process Key Time Point

test1 Sc @ as 3 y F Dst
@ @ (@ s Available Failover Point: —

win7_manage Creating and connecting to the VM.. WLoCot o b

| All Migration Jobs

Name Migration Process Key Time Point Operation

demot @ N sc o 4©—°—‘ A @ Dst ® &  DataFailed Over: 2025-03-03 16:15:55 @ l—_‘ J |—
dit Logs
centosTlortest s e e 0 O s 192.168.7 {Online) Failover Executed: 2025-03-03 16:15:55 —) =

5. When reaching the business switching window or business off-peak period, enter the downtime
switching process, making selections for the source and target end states during the switching
process. It is recommended to choose "disconnect network" for the source end and directly

start the target end to verify the business.

Fail Over After Sync X

Select the operation during failover for the [source]. i}

g Shut Down LZ No Actions

[Disconnect Network]: Disable the network if the source is agent-based. Disconnect the VM NIC from the network

a ! Disconnect Network

if the source is agentless.

Select the status of the [destination] after failover.

a g Power On g Shut Down

[Power on]: Power on the destination after failover, Note: When the source fails the shutdown, the failover
operation will be interrupted.

Directly Fail Over

Directly Fail Over

Do not perform operations such as drive iniection or |P settina during failover. Try this option and perform manual s
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6. After the switch starts, SCMT will follow the configured policy to perform the last incremental
data synchronization, then start the target end virtual machine for driver injection and
configuration tuning and take over the business after the target end starts. Once the target

end starts, manually uninstall the migration agent plugin.

5a igration Uninsta

@ Sangfor Cloud Migration Platform uninstall complete.

Some elements could not be removed. These can be removed
manually.

7. Initiated by business and operations personnel, verify that the business system’s access is
normal, indicating that the migration is complete. If business access is abnormal and needs to
be rolled back, you can shut down the target end and restart the VMware virtual machine to

restore business.

Explanation of SCMT agent-based point-to-point migration:

Whether agent-based or agentless, the process and steps of point-to-point migration are largely
the same, and they are also applicable in unattended scenarios, with only differences in migration
technology principles. Additionally, when using the agent-based migration method, pay attention

to the following matters:
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. Downtime switching method selection: During the final stage of migration, to ensure

complete data transfer to the target end, it is necessary to shut down to prevent new data
from being generated on the source end. For single-machine applications during shutdown, it
is preferable to use the disconnect network/disable network card method to avoid business
service failures during startup, which also facilitates rollback. For cluster-type applications
during shutdown, disconnecting the network card may cause cluster service abnormalities, so
it is recommended to use the shutdown service method. At this time, select "no operation" on
the interface and shut down the services within the operating system. Try to avoid shutting

down the source machine.

Fail Over After Sync X

Select the operation during failover for the [source]. Li ]

[ | ! Disconnect Network g Shut Down % Mo Actions

\

[Disconnect Network]: Disable the network if the source is agent-based. Disconnect the VM NIC from the network

if the source is agentless.

Select the status of the [destination] after failover.

[ | g Power On Q Shut Down

[Power on]: Power on the destination after failover. Note: When the source fails the shutdown. the faillover

operation will be interrupted.

Directly Fail Over

Directly Fail Over

Do not perform operations such as drive injection or IP setting during failover. Try this option and perform manual -

oo N o N

Make Your Digital Transformation Simpler and Secure

Sangfor Technologies
No . 16 Xiandong Road , Xili Street, Nanshan District, Shenzhen City, Guangdong Province, China
T.: 460 12711 7129 (7511) | E.: sales@sangfor.com | W.: www.sangfor.com



S SANGFOR

_\

Downtime interruption time: Based on agentless point-to-point migration mode, the

interruption time during business switching is between 5~10 minutes. Downtime includes the
last incremental transmission, target startup, application configuration check, and business
system verification time, four steps. The first two steps are automatically completed by the
system, while the last two steps require manual intervention by operations and business
personnel, so time for manual work should be reserved when estimating downtime.

Business exception handling: During the application system verification process, if the
target end cannot start normally or the application cannot run normally due to environmental
issues, coordinate operations repair within an acceptable downtime range. If the assessment
exceeds the downtime range, disconnect the network of the target end, restore the source end
access state, and switch the business back to the original resource pool system, which

can be completed within 1 minute.
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6 SCMT Hot Backup Migration Based on Agent Technology

Sangfor's migration tool SCMT provides hot backup migration based on CDP (Continuous Data
Protection) technology. With the help of the agent plugin, full data and per-second data change
volumes are backed up to the SCMT server, then pushed to the target end virtualization platform
through the hot backup plan. After the target end receives the full data, it creates a brand-new
business virtual machine, completes driver injection and configuration modifications, and enters a
semi-started running state to synchronize per-second differential data volumes with the migration
source end. During business downtime switching, the semi-started virtual machine on the target

end can quickly complete IP migration and business takeover, further shortening the downtime

switching time.

®

Migration Tool

Server
0 o e Crea t e
\“g'\\'\ o ““ed e an em,
pne P taco I the 1o Pt
e

Y in
s 0% et . tan,
gy - ou® el | (oa] [GA] EN KB
Agont Agent Agent Agent (3] pC 3 pc pc
Transfer the entire machine’s full disk blocks to the migration tool,
store them in the migration tool, and forward them to the target end Sangfor Cloud Platform
et N

4

The target end identifies the necessary system files
and runs in a semi-open state

>
>

e ———

Original Resource Pool The plugin continuously records disk block data changes
and synchronizes them to the target end in real-time
>

14—

- Use IP drift scheme to manually switch to the
target end g
= >

VMDK Qcow2

Create a New Resource Pool

© ©
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Key steps for SCMT hot backup migration are as follows:

1. Install the agent plugin on the source end operating system to be migrated, requiring the total
memory of the source end operating system to be greater than 2G, free memory greater than
1G, and access to relevant network ports of the SCMT server. Refer to the migration
assessment to determine the environment and compatibility.

¥ Setup - Sangfor Cloud Migration Platform —

Installing

Please wait while Setup installs Sangfor Cloud Migration Platform an your
computer.

will QtherInst please wait....

‘ Setup *

The agent is installed successfully.

Log in to the web console of the server and create a backup
plan.

Server URL: hitp://192.168.115.253

2. After the connection is completed, select the virtual machines for hot backup migration and
create a CDP backup plan. In the backup plan, select a business priority policy for asynchronous
data migration, with the smallest backup time granularity reaching microseconds, and high-
frequency data transmission. Support setting performance limits on network and storage. After
the backup plan is created, execute it to back up data to the SCMT server.
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Hardware

Jobs Since 2025-03-03 Display Only Ongoing Jobs
Jobs
Machine Name Group Type Start Time Status Details
Entire Machine In CDP
DESKTOP-60TA3I4(192.18 Ungrouped 2025-03-10 12:29:13 In COP Protecting
CDP Backup Protecting

w

After the CDP data backup starts, create a hot backup plan to transfer CDP data flow from the
server to the target end. Recover the whole machine on the target end, build a new virtual
machine, and start transferring data. During the establishment of the target end virtual

machine, platform detection, driver injection, and system startup processes will be conducted.

@ Backup

Platéorm Detection

Allocating reso Allocated

R GS

aconds later, the system wil jump to the next page)

4 Restore

@ High Availability

4. Once the target end virtual machine is created, the system enters a semi-started state,
indicating that the target end system is ready and is synchronizing real-time data with the

source end, waiting for the final switch.

I (¢! Hat Enterprise Linux Server 6.4
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5. When reaching the business switching window or business off-peak period, enter the hot

backup switching process. Find the corresponding hot backup plan and switch it, choosing to
switch the backup machine to the latest data. During the switching process, automatically

modify the source end network configuration, switching the business to the target end.

Switchover Refresh

Plan Name Src Name

High Awailabilitylocalhost.localdomain(By2
62)2021-12-10

Switch

Switch To

Switch the standby host to the specified restore point (recommended)

© Switch the standby host to the latest restore point

View 1-10of1

Details

Plan Name

6. After the switch is completed, initiated by business and operations personnel, verify that the
business system access is normal, indicating that the migration is complete. If business access
is abnormal and needs to be rolled back, you can shut down the target end and restart the

VMware virtual machine to restore business.

Explanation of SCMT agent-based point-to-point migration:

. Data space preparation: The working process of hot backup migration mode is to transmit
source end data to the SCMT server through CDP backup, and then establish a virtual machine
on the target end through the hot backup plan. During the entire process, data needs to be
saved on the SCMT server, so it is recommended to configure storage space on the server to

be 1.5 times the data volume of the source end.
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. Downtime interruption time: Hot backup migration mode shortens the downtime switching
time to about 1 minute (specific interruption time depends on business service startup time)
through CDP data transmission, semi-started state synchronization, and other technologies,

meeting the migration needs of business systems with higher reliability requirements.

« Business exception handling: After switching through hot backup migration, the source
business system does not change except for network information. During the application
system verification process, if repair assessment fails and business rollback is needed,
disconnect the network of the target end, restore the original business system network access
state, and switch the business back to the original resource pool system, which can be

completed within 1 minute.
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7 Sangfor VMware Migration Technology Summary

Applicable Scenarios

Migration
Method

Migration
Description

Differential Comparison

Large-scale single-
machine applications
Not concerned with
migration process

Managed
Migration

System batch
migration without
installing plugins
or deploying tools

After migration, the source end virtual
machine is automatically shut down to
complete business switching.

The migration process cannot modify
configurations, and manual unified
switching is not possible.

Large-scale single-
machine applications
Non-database cluster

applications
With certain migration
process demands

SCMT Agentless
Point-to-Point
Migration

System batch
migration without
installing plugins

requires
deploying tools

The migration process interface is
visual, and after switching, the source
end does not shut down, which is
safer.

Supports migration configuration
modifications, supports unattended
scenarios.

Some single-machine
database systems
Non-database cluster
applications
Migration process
sensitive to
performance
Downtime within 5 ~ 10
minutes

SCMT Agent-
based Point-to-
Point Migration

Deploy tools and
plugins to avoid
shapshot
performance
impact

The migration process interface is
visual, and after switching, the source
end does not shut down, which is
safer.

Supports migration configuration
modifications, supports unattended
scenarios.

Plugin running consumes CPU<3%,
memory consumption is less than
260MB.
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Applicable Scenarios

Migration
Method

Migration
Description

Differential Comparison

Some single-machine
database systems
Non-database cluster
applications
Migration process
sensitive to
performance
Downtime requirement
around 1 minute

SCMT Agent-
based Hot
Backup
Migration

Deploy tools and
plugins to avoid
snapshot
performance
impact tool paired
with 1.5 times
storage

The migration process interface is
visual but more complex compared to
point-to-point migration.

Supports migration configuration
modifications, supports unattended
scenarios.

Plugin running consumes CPU<3%,
memory consumption is less than
260MB.

Make Your Digital Transformation Simpler and Secure

Sangfor Technologies

No . 16 Xiandong Road , Xili Street, Nanshan District, Shenzhen City, Guangdong Province, China

T.: +60 12711 7129 (7511) |

E.: sales@sangfor.com | W.: www.sangfor.com




