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Preface

AboutThis Manual

Chapter 1 Installing & Initializing Sangfor HCI Software
Chapter 2 Initial Login to Sangfor HCI Console
Chapter 3 Case Study

This manual is for SANGFOR HCI 6.0.1 official version. There are some differences in
configurations for different versions. For details, refer to the corresponding chapter.

Document Conventions
This manual uses the following typographical conventions for special terms and instructions:

gonventlo Meaning Example
Page/tab name example:
Navigate to Storage to enter the Storage
configuration page.
Parameter example:
Page title, | IP Address: Specifies the IP address that you
parameter, want to reserve for certain computer.
button, Button example:
boldface
key press, Click the OK button to save the settings.
other highlighted | Key press example:
keyword or item Press Log In to enter the administrator console
of the Sangfor HCI platform.
Highlighted keyword/item example:
The username and password are Admin by
default.
italics Directory, URL Enter the following address in the IE address bar:
http://10.254.254.254:1000
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> Multilevel menu | Navigate to Storage > iSCSI Virtual Disks to
and submenu create iSCSI virtual disk.

\\ W /4

Prompt The browser may pop up prompt to ask you to
confirm the current operation.

Symbol Conventions

This manual also adopts the following symbols to indicate the parts which need special
attention to be paid during the operation:

Convention Meaning | Description

, Indicates actions that could cause setting error, loss
Caution :
of data or damage to the device
A : Indicates actions that could cause injury to human
Warning
body
f‘;,' Note Indicates helpful suggestion or supplementary
LJ) information

Technical Support

For technical support, please contact us through the following:
E-mail: tech.support@sangfor.com
Tel: 60 127117129 (7511)

Website: www.sangfor.com

Acknowledgments

Thanks for using our product and user manual. If you have any suggestions on our products,
please provide us feedback by phone or e-mail. Yoursuggestion will be much appreciated.
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ChapteriInstalling & Initializing Sangfor HC

Software

Sangfor HCI software provides an Enterprise-class cloud management platform which
integrates resources, such as compute, networking and storage, etc. It is often defined
according to requirements of business system and can help to build data center and deploy
business system more easily. It combines compute, networking and storage capabilities onto

industry-standard x86 servers by using virtualization technologies. All the resources are
aggregated into a resource pool on node basis that is easy to scale out.

Sangfor HCl is a suit of software whichis installed on a physical server, and used to virtualize
servers and resources of physical server (CPU/memory/storage, etc), and to provide guest
operating systems with complete hardware system functions and independent operating
environment, which are called virtual machines.

This section introduces the installation of Sangor HCI software and requirements for
hardware. After the software is installed properly, you also need to configure it, and do
debugging.

aSV refers to management software or operating system of Sangfor HCl, if not otherwise
specified.

1.1Hardware Requirements

Before installation, a number of physical servers are needed. Performance of virtual

machines is determined by that of server's CPU, memory, and storage. The better the
server's performance, the better virtual machine’s user experience will be.

Additionally, there are some requirements forthe physical server on which you wantto install
the Sangfor HCl software.

The server’'s CPU must support Intel Intel Virtualization Technology(VT) or AMD-V. Forsome
servers, it is required to enable VT-x in BIOS.

Memory of the server must be greater than 16GB.

Free disk space of the server must be greater than or equal to 60GB. To run virtual machines,
data disk is also required. You can use external iSCSI or FCstorage, orbuild virtual storage by
Sangfor Technologies
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configuring SSD and HDD.

The server must have at least 4 NICs.

1.2 Installing Sangfor HCl Software
Install ISO file of the brand-new Sangfor HCI operating system on a third-party server.

1.2.1 WritingImage File to USB Drive
Required software: UltralSO

Steps: Insert a USB drive into PC, and then follow the steps below:

UltralSO should be the latest version; Write format of the USB drive should be USB-HDD or
USB-HDD+, choose Verify to check whether the image file is written correctly; USB drive
capacity should be greater than the size of ISOfile.

1. LaunchUltralSO.

2. Select File >Open and load ISO file of Sangfor HCI software from local disk.
@ utraiso .

File Actions Bootsble Tools Options Help

L] New ‘bl @A @ ) @l Toasee [ o 0% of G50ME - G50ME fee
ﬁopm m. X 4 MWBED P/
@ Open CO/DVD... Fiename Size Type Date/Time LBA
I Save Ctrl+S
W Savehs..
Simulated Save...
Create Checksums...
Verify Checksums...
Open Project File... Ctrl+Alt+0

Save Project File As...  Ctrl+AltsS

Import IML...
Compile IML to 1SO...

/] Properties... T "X d W43 Pah C\Users\ctkea\Documents\My ISO Files
0% Bt Fiename Size Type Date/Time
5B Documerts Sangfor_aCloud_6.00_R3_EN(20.. | 3138742KB UNalSO Fie 201912271357
2K Desktop
€ (C)
4 €& Storage(D:)
+ € ACLOUD(E:)
4 & CO/OVD DriveiF:)
Copyright (c)2002:2017 EZB Systems. Inc Image: 0 files, 0KB Local 1 fles. 3066 MB

3. Select Bootable > Write Disk Image and choose the USB drive into which you want to
write the image file. Then, click on Write button and keep others settings unchanged.
You canremove the USB drive after the image file is written to the USB drive.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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@ UitralSO - C:\Users\ctkeat\D \My ISO Files\Sangfor_aCloud_6.0.0_R3_EN(20191225).is0 e ]

File Actions | Bootable Tools Options Help — = - —— -
% . 3 1 Moke Floppy Image... © ToaiSize: [ 30858 65 ol 4,768 T410MB fee ;
- e — e —

s Make Disk |
) o0out600 8 AL Size Type Date/Time LBA
,"‘8 :: : ; 12 Folder M3N2B140 M
© debug Extract Boot Sector from Floppy/HDD drive... 443KB  Folder 201912:2522:30 37
v Extract Boot File from CD/OVD... 39.082KB Folder Me1282N XN
|- inctat 245K Folder 0191226230 B
ol I0EEBKE Foder ws2B2R 40
L @8 inckum | (M Rve Soak Ee - 71452KB  Foider meB2N 4
Clear Boot Information 253KB  Folder M2B2N &2
[V Generate Bootinfotable 26KB OFie 201910292057 19588
€ Make Multi-Boot CD/DVD
Lo 7 UXId W53 Path CWUsers\clkea\Documents\My IS0 Fies =
- mo - Fiename Size Type Date/Time
& I DLM, @iSangior_aCloud_6.00_R3_EN(20. | 3138742KB UNalSO File 201812271357
%M Desktop
@< (C)
@) €& Storage(D’)
€ ACLOUDIE')
@ & CO/OVD Drive(F)
Copyright (c)2002-2017 EZB Systems, Inc. Image: 1 fies, 26 KB Locak: 1 fles, 3066 MB
@ UraiSO - C:\Users\ctkeat\DocumentsiMy 1SO Files\Sangfor_aCloud_6.0.0_R3_EN(20191225).isc -
File Actions Bootable Tools Options Help
Write Disk Image X 69% of 4,7GB - 1410MB free
Message: Save ]
g | Time Event Date/Time LBA
Windows 10 v10.0 Buld 17763 0131128140 U
PM 0356:41 (E:. 8 GB)SanDitk Cruzer Blade  1.26 0912520 ¥
019122525 B
01912262230 B
019122523 40
Ms282N 4
Mmew2N 42
201910292057 19588
< >
Disk Dive: | €., 8 6B SanDisk Cruzer Bode 125 v| Clveriy
Image Fie: | C\Ljsers\ctkeat\Documents\My IS0 Fles\Sangfor_aCloud_6.0.0_R3_EN( 150 Files B
Wike Method | USBHDDs v Date/Time
— = 21912271357
Hide Boot Partiion: | None v | XpwessBoot |
Done: 0% Elapsed  00:00:00 Remain  00:0000
Speed  OKB/s
e ) G
Copyright (c}2002-2017 EZB Systems, Inc. Image: 1 fles, 26 KB Local 1 fles, 3066

4. Enable Virtualization Technology in BIOS, as shown below (Note: BIOS settings vary
from computer to computer).
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inkPad Setup

» Uirtualization

1.2.2 Installation of Sangfor HCI Manager
Insert the USB drive into a server, and set the USB drive as the first boot device priority in

BIOS settings. Rebootthe computerand system enters the following page. Select Install HCI
on this machine, and then press ENTERto enter installation page.

Sangfor atloud Platforn

Installl Sangforasliond on this nachine
Higrate UHis nachi ¢ for aCloud

Replace Sysd ngfor aCloud on this

Press Enter to boot or Tab to edit option

Sangfor Technologies
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SANGFOR aCloud INSTALLER BOOT MENU

SANGFOR &
SANGFOR aCloud Instalier Inport Mode
< Back

Automatic boot in 29 seconds. ..
Press ENTER to boot or TAB to edit option

Select SANGFOR HCl Installer to begin installation.

A

For versions earlier than Sangfor HCls.0, only 64-bit Intel CPU processor is supported.
Starting from Sangfor HCl5.0 and later versions, AMD processor is also supported.

Select a disk where you want to install Sangfor HCI software and then select OK. If there is
only one disk, you can select OK directly.

A

Capacity of the selected disk must be greater than 60GB. Ifit is greater than 2TB, it is better
to use UEFI mode forinstallation.
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Helcome to Sangfor HCI

Sangfor HCI
Select the disk where you want to install:

<Cancel>

After the disk is selected, you will be prompted to format the disk. Enter “format” to confirm
formatting disk, and select OK to continue installation. After you select OK, the Disk Speed
Tester page will appear. To test disk speed, select Yes. To skip this step, select No.

Helcome to Sangfor HCI

Harning

Device start with Legacy BIOS mode, and hard disk size
is 200GB. Sangfor HCI software will be installed in MBR
partition table.

Harning: all data on this disk will be erased
Please input “"format"” to continue.

lfornat_

<Cancel >




After installing the Sangfor HCI software, you will be prompted to select an Ethernet
interface and configure IP address for that interface.

Helcome to Sangfor HCI

Network Configuration
Please choose an Ethernet interface:

1188 thD
2 ethl cable plugged
3 eth2 cable plugged
4 eth3 cable plugged

{Refresh>

A

If you skip the step of configuring Ethernet interface, etho interface will be chosen and
assigned with the IP address 10.250.0.7, and gateway will be set to 255.255.255.0 by default.
If there are more than one servers having Sangfor HCI software installed but their NICs are
not configured, a same default IP address will be assigned to those NICs, resulting in IP
address conflict.
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Helcome to Sangfor HCI

Network Configuration for ethl
Network Interface ethDd:

IP Address:
Netmask:
Gateway:

Select an Ethernet interface and set IP address, netmask and gateway address, then click OK.

A

Default gateway can only be set for one NIC. IP addresses configured for the selected
interface and gateway should be ona same network segment, otherwise error may occur.

After the selected interface is configured, you will be asked whether to continue to configure
another interface. Select Yes to return to network configuration page. or select No to finish
the installation

After the installation completes, remove the USB drive and then select Reboot to restart the
server.

Helcome to Sangfor HCI

Installation Completed

Congratulations?! Sangfor HCI software has been
successfully installed.
Please remove the disk before reboot.

Reboot>




Administrator can log into Web admin console of Sangfor HCl platform by entering https://IP
address into browser address bar(that IP address is the IP address of the Ethernet interface
selected on the network configuration page).

A

Web admin console of Sangfor HCI platform can only be accessed through the following
browsers: Chrome, Firefox, |IE11, IE10.

1.2.3 Initializing Sangfor aServer

Sangfor aServer has been pre-installed Sangfor HCl operating system and configured with a
management interface(etho, default IP address:10.250.0.7/24). To access Web admin
console of Sangfor HCl platform on a PC, first configure the PCwith an IP address on a same
network segment with that management interface and connect it to the etho interface on

the aServer. Then open your browser and enter https://10.250.0.7/ into address bar to login
to Sangfor HCI platform console.

Default username and password are admin. Administrator will be prompted to change
default password upon first login. If the default password has not been changed for one
month, administrator will be forced to change it.

Upon first login, administrator will be prompted to modify default IP address of management
interface, as shown below. If there are multiple aServers deployed in network, default IP

address of management interface on each aServer needs to be modified, and addresses of
management interfaces must be on a same network segment.

Welcome to Sangfor HCI X

./ Please change default IP address first.
Interface: eth0
IP Address:  10.250.0.7
Netmask: 255.255.255.0

Gateway: 10.250.0.1

Sangfor Technologies
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1.3Initializing Sangfor HCI Platform

When you log into Web admin console of Sangfor HCI platform for the first time, a wizard
will pop up to guide you through initialization of Sangfor HCI platform. To initialize Sangfor
HCI platform, follow the instructions in the wizard.

1.3.1 Configuring Cluster

On Sangfor HCI platform, a cluster can be created by adding multiple nodes in order to
manage resources centrally. To create a cluster, you need to add hosts into that cluster.

1.3.1.1 Authorization

Insert a USB key containing license key information into the cluster controller, and then go
to System > General > Licensing, as shown below:

»
e SANGFOR aCloud
‘Ef'-

Thi
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To input license key, click Edit License Key.

nterprise Edition

@ USB key status is OK.

Basic Companents: (KeyID Usemame: For

a5V (Gompute Virtualization) aNET (Network Virtualization) aSAN (Storage Vitualization)
Basic Components

Version VG0 version ] version

Expiration Date 2020-03-25 Host CPUs 6/10 UsediLicensed CPUs: Compute Virtualization (aSV)

HostCPUs: 6/10 Expiration Date 020-03-23

Network Virtualization (aNET) Add up to 64 nodes to a
Distributed Firewalls: Enabled

Storage Virtualization (aSAM)
aBEC (Seourity):

NGAF:
ADC:

aSEC (Security) Ll

o Boc @ ssLuen @

Expiration Date 2020-03-23 Expiration Date 2020-03-23 Expitation Date 2020-03-23 Expitatimmm —
Upiate Service 20200323 Update Servite 20200323 Updiate Semice 20200323 Update Semice 20200222
Expiration Date Expiration Date Esgiration Date Expiration Date

100Mbps ©r10) 10Mbps ©i10) ¥85L-100 10 SOMBps @10

200Mbps ario 50Mbps ©i10) ¥85L-200 10 100Mbps Qarn

After clicking OK, you can check the license information on the left panel to determine
whether the license key is activated successfully, as shown below:

Edition nterprise Edition

Basic Components:

aSy (Compute Virtualization) aMET (Metwork Virtualization) aSAN (Storage Virtualization)
Versian WE.0.1 Versian W01 Versian w303
Expiration Date: 2020-03-25 Host CPUs: 6710 UsediLicensed CPUs: Bi10
Host CPUs! G110 Expiration Date: 2020-03-23

Distributed Firewalls: Enabled

23EC (Security):

5 NGAF B :oc B 55LVPN D am

Expiration Date 2020-03-23 Expiration Date 2020-03-23 Expiration Date 2020-03-23 Expiration Date 2020-03-23
Update Service 2020-03-23 Update Service 2020-03-23 Update Service 2020-03-23 Update Service 2020-03-23
Expiration Date Expiration Date Expiration Date Expiration Date

100Mbps @i 10Mbps @i VESL-100 mro s0Mbps mro
200mhbps (1rm S0mbps 0o ¥55L-200 [UERI1)] 100Mbps (2o
400mhps 0r1m 100Mbps i1 w5400 (nm 200Mbps 2nm

wiew Details wiew Details wiew Details wiew Details
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1.3.1.2 Configuring Cluster IP Address

You can access Sangfor HCl GUI to manage virtual machines through cluster IP address in
case one node fails. To configure cluster IP address, go to System > General > Cluster
Settings.

aCloud platform supports web-based access on the duster IP address, which makes /M management more stable.

Under narmal circumstances, $ANGFOR aCloud GUI is reachable with IP address of any managed node unless the node fails. With cluster IP address, you will never lose contral of the management even when ene node fails unexpected|y.

SANGFOR aCloud management through cluster IP address improves system stability and reliability dramatically.
Cluster IP:
Netrmask:

Cluster Name:

A

Note that cluster IP address and host NIC address cannot be the same, or else, it will result in
IP address conflict.
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1.3.1.3Adding Node

In Nodes, you can add node to a cluster by clicking Add Node.

On the following page, select a node that you want to add to cluster and input the
corresponding username and password. Once a node is chosen, node icon turns green, which
indicates that node can be added to the cluster.

Mew Mode %

Select Node Download SANGFOR aCloud 6.0.1_EM Build 20200...

(Below are nodes having SARGFOR aCloud software installed. Default password: admin)

36 181
? Credentials New Node
Username: admin
ﬁ ﬁ ﬁ ﬁ Fazsword: | hdrmin passward
ok

22 Ok
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1.3.2 |InitializingVirtual Storage

After a cluster is created, a wizard will pop up when you navigate to Storage, to guide you
through initialization of virtual storage.

Virtual Storage X

0 Completed!

Clustered Nodes:

Node Name IP Address Disk(s) NICs
[H§200.200.5.104 200.200.5.104 2 6
[#H§200.200.5.105 200.200.5.105 2 6

Additional Preparations:
1. Deploy storage area network to ensure storage stability Settings

Please set storage network interface first. 9

2. Initialize virtual storage, format physical disk and add to
virtual storage

Please set storage network interface and then Initialize
Virtual Storage.

Initialize Virtual Storage

3. Check if a node is connected

Test Connectivity

Finish
Sangfor Technologies
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1.3.2.1Configuring Storage Network Interfaces

Goto Storage and click Settings on the dialog that pops up to configure storage deployment
mode.

By default, etho is used as management interface and communication interface to
synchronize configurations on Sangfor HCl platform. Storage network interface is used to
synchronize file data on virtual storage. Itis better to use separate interfaces as management
interface and storage network interface. For storage deployment mode, Link aggregation
with one switch is recommended.

(1) Independent starage area network is more efcient in data transmission and consistent in data sync.
It requires each hostto provide a separate interface as storage network interface
5
Deployment Mode: Link aggregation with one switch

Mode Marne Physical Interface arf r MNegotiated R Status
10) Timeaut Hani Jing 192.168.20.3 i 10.51.25.1 1000Mbs @ Hormal
97168.20.4 eth2, eth3 10.51.25.3 1000Mb/s 0 Mormal

Linked Clone
192168.20.5 eth2, athd 1051.252 1000Mb/s @ Mormal

IP Address: 192.168.20.1
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Settings %
o Deployment 2 Select Storage Network Interface

Deployment Mode (for data communication among clustered nodes)

() Link aggregation disabled () Link aggregation with one switch @ Link aggregation with two switches(Recommended)

Link aggregation with two switches

Benefits

Bandwidth and fault tolerance capability is higher. Failure of one link or switch does not
affect storage communication.

Drawbacks

More interfaces and switches are required.

Notes:

Storage area network(SAN) is used for data transmission across nodes. Please connect
the objects with cables according to the diagram.

The switch may be layer 2 switch, requiring no change be made.

If there are only two nodes, simply use a cable to connect one ancther, without using

any switch.

Each node communicates with another one using two physical interfaces which are
connected to a same layer 2 switch. Storage network interfaces will be aggregated
automatically without the need to configure link aggregation on switch. After the
deployment mode is selected, you need to deploy the network according to the digram
illustrating deployment architecture of storage area network, and then select storage
network interface for each node and configure IP address for that interface.

Storage area network is built after storage network interface is configured.
Settings x
o Dreployment o Select Storage Network Interface

Storage Metwork Interface (Deployment)

Mode Narme oh Aggregate Interface IP

152168203 eth2{1000Mb/s).eth3(1000Mb/s) A 10.51.25.1 i24 @ Mormal
192.168.204 eth2(1000Mb/s),eth3(1000Mb/s) ~ 1051.25.3 i & Mormal
192.168.205 €th2(1000Mb/s),eth3(1000Mb/s) A 10.51.25.2 /24 @ Norma

02 Back
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Configuring Data Copies and Disks

Data Copies: If virtual storage has not been initialized, go to Storage and the Virtual
Storage dialog will pop up. To initialize virtual storage, click on Initialize Virtual Storage
button inthat dialog, and then the following dialog appears. First, you need to select number
of data copies that one piece of data is saved on the storage. 2_copy is recommended.

Create Virtual Datastore X
o Basics o Select Node ° Use of Disk o Confirm

Wirtual Datastore Mame: YirtualDatastorel
Type: (@) Ordinary datastore

(") Stretehed datastore
A stretched datastore is applicahle to active-active data center scenario where nodes are deployed
in twn server rooms. Associate the nodes with the stretched datastore and add nodes in server

rooms to primary and secondary fault domain respectively.

Data Replicas: @2 replicas
All data has two replicas stored on two nodes respectively. Total disk space should be doubled to

ensure certain amount of space availahle.

3 replicas (Mot available when the number of physical nodes is less than 8.3

Create Virtual Datastore X
o Basics o Select Node ° Use of Disk o Confirm
Select and Add Mode to Virtual Datastore © 2 nodeis) selected
MNode Mame MNode P S5Ds HDDs

182.168.20.191 1892.168.20191 1 2
192.168.20.1592 182.168.20.192 1 2

Best Practice: Associate a maximum of 12 nodes with a datastore.
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Use of Disk: Specifies use of disk. A disk can be used for storing data, caching and used as
spare disk. Generally, use SSD for caching to improve storage 10 performance.

Details: Specifies use of each disk. System will discover disks of all nodes, and use HDD as
data disk and SSD as cache disk by default. Itis recommended to use default settings. You
can also modify the default settings as per your need.

Create Virtual Datastore X

ire Defaults

* MNode: 192.168.20.192 Data disk: 2 Cache disk:1

Disk ... Disk Type Disk Size Use aof Disk Operation
Disk 0 f=f=in} 22357 GB Cache disk w

Group 1 Ciigk 2 HDD 18278 Diata disk  w Edit Delete
Disk1 HDD 1.827TE Data disk v

« Node: 192168201491 Data disk: 2 Cache disk:1
DiskG... Disk Type Disk Size Usze of Disk Operation
Disk 0 550 223.57 GB Cache disk
Group 1 Disk 1 HOD 1.827TH Data disk Edit Delete
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The following page displays virtual storage configurations, including available disk space,
number of data copies, and total number of disks. After confirming configurations, click

"OK" and input administrator account password admin, and then click Finish to begin
initialization of virtual storage.

Create Virtual Datastore X

0 Basics 0 Select Node 0 Use of Disk e Confirm

Confirm Configufation of Virtual Datastare (YirtualDatastaret):

3.62TB 7.28TB 2 2

Available Space Tatal Space Modes Replicas

Virtual Datastore:

Mode Mame Disk Groups Cache Disks Data Disks Spare Disks Free Digks Total Space
192.168.20.192 1 1 2 0 i] 364 TB
192.168.20.191 1 1 2 0 1] 364 TB
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Testing Connectivity

On the Virtual Storage dialog, click on Test Connectivity button to enter the following page.
On that page, specify an IP address(it is often the gateway address)which should be allowed
to ping, in order to check if the node is connected.

Test Connectivity

Q Thiz IF address is used to ping connectivity to the node to check
whetheritis isolated when there are only two nodes involved in virtual
datastore. Read Mare

Better be a router IP address thatis always connected.

IP Address: 1025191

1.3.2.2Configuring Overlay Network Interface

After a cluster is created, you need to configure overlay network interface for each node.
Overlay network interface must be a Gigabit or 10-Gigabit interface and connected to a
Gigabit or 10-Gigabit switch (If there are only two nodes, connect two overlay network
interfaces directly without using any switch). To improve bandwidth and redundancy of
overlay network interface, you can use an aggregate interface as a overlay network interface.

By default, management interface and overlay network interface are set to a same interface.
To improve data transmission efficiency, configure the management interface and overlay
network interface(VXLAN) to reside on different physical NICs. To configure overlay network
interface, go to Nodes > Communication Interface > Overlay Network Interface(vxLAN).

Specify an overlay network interface foreach node and configurea corresponding IP address
and netmask.
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Settings X

& Edit Mutilple €83 1P Addre

MHode Mame Creerlay Metwork Interface Interface IP Metmask
192.200.18.18 (]| | ethS v 17217.19.3 255.266.255.0
192.200.19.19 [f] eth5 v 17217.19.1 266.356.255.0

[1Enakle high performance mode (MTU will be changed to 1600 and therefore Jumba Frame must be enabled on physical switch to avoid
network failure)

To improve data transmission efficiency, enable high performance mode. Inthat mode, MTU
will be changed to 1600 and therefore VXLAN encapsulated data will not be fragmented

when being forwarded to physical network, but Jumbo Frame must be enabled on the
physical switch connected to a host installed Sangfor HCI software.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
21



1.3.3 Configuring Edge

If multiple nodes form a cluster and provide business service as a whole, a virtual machine
may run on any node, therefore, an edge should be connected to an interface on each node

and that interface should be connected a same L2 physical switch, ensuring that virtual
network traffic can go into physical network through any node.

. ) The topology has been changed. Click Apply Changes to save the changes. I Apply Changes I Cancel

Summary - Edge L

Default Group W ooy

Connected Physical Interfaces

Physical Interfaces ()
. ] 4 200.200.5.104
Edgel 9] £thD (200.200.5.104)
sth1 (Connected To: DefaultEdge)
I ® eth? (10.251.251.1) I
O eth3 (10.250.3.7)
sthd{used by VS)
sth5(used by VS)

4 200.2005.105
@] &thO (200.200.5.105)
sth1 (Connected To: DefaultEdge)
l ® &th2 (10.251.251.2) J
@] eth3 (10.250.3.7)
ethd{used by VS)
sth5(used by VS)

1.3.4 System Upgrade

For Sangfor aServer, the pre-installed operating system may not be the latest version. To
gain better virtualization experience, it is better to upgrade system to the latest version.

Before upgrade, enable Maintenance Mode first in System > System Maintenance >

Upgrade. Then, click on Upgrade button and upload apkg update package. After the update
package is uploaded successfully, click Start.

After upgrade completes, click Restart All Nodes to make upgrade operation take effect.
Maintenance mode will be automatically disabled during restart of nodes.

After all nodes start up again, check running status of each node, and make sure nodes and
virtual machines run properly after upgrade.
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Chapter 2 Initial Login to Sangfor HCI Console

Sangfor HCI platform provides web-based administration. Administrators can access admin
console of Sangfor HCI platform through its management interface address which is
specified during installation of Sangfor HCI software.

If that management interface address is not specified during the installation, the default IP
address(10.250.0.7) will be used. Before logging into Sangfor HCI GUI, connect a physical
interface on a PC to the first interface on the host where Sangfor HCI software is installed,
and then configure an IP address on that PC, which should reside on the network segment

10.250.0.x. Open browser and enter https://10.250.0.7 into the address bar to log into
Sangfor HCI GUI, as shown below:

If that management interface address is specified during installation, access Sangfor HCI
console through that specified IP address.

SANGFOR aCloud

RS

SANGFOR aCloud

Login

On the login page, as shown above, enter username and password, and then click Log In.
Default username and password are admin/admin.
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Upon successful login, the following dialog box will pop up to prompt administrator to
change password.

Change Password x

Change Password
our pazsword has never been changed. Please

change it ASAP.

v
e Sangfor HCl console can be accessed with the following browsers: IE11, Firefox, Chrome,
etc.

e The hostinstalled Sangfor HCl software is taken as a clustered node by default. It can be
added to other clusters, or be regarded as a cluster controller so that other nodes can be

added onto its HCl platform.

Log in to Sangfor HCI Web admin console and a QR code will pop up, and you can scan
the QR code to verify software edition.

GUI of Sangfor HCI platform is shown below:

01{‘ SANGFOR aCloud Compute Networking Storage System

Heterogeneous Virtualization Mgt

Unified management of Sangfor HCI and VMware aCenter;simplifying operations
Pave ways for informationization construction management of the whole data center

[ Add Now ‘

@Q

Resource Scheduling Powered On: 26 Online: 2 vCenter Servers: 1 Used: 46.48 GHz Used: 278.5 GB.
Powered Off. 43 Offline: 0 VMs: Total Capacity: 163.27 GHz Total Capacity: 512 GB Total Capacity: 10.84 TB

Used: 153 TB

‘Status: Balanced

CPUUsage  44% CPU Usage - Dot Usae 15%
=

Memory Usage  48% Memory Usage  60% S== RecadSpeed 2MBis

10 Usage 0% 10 Usage 0% Write Speed 3MB/s

192.200.19.18 (master node)192.200.19.19 VirtualDatastore1
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2.1

Home

2.1.1 Navigation Bar

There are six modules on the navigation bar, as shown below:

.
8 SANGFOR aCloud
)

A N N NN

<

v

Home: You can view information about nodes, virtual machines, storage, CPU usage,
memory usage and storage usage.

Compute: You can configure and manage virtual machines.
Networking: You can configure virtual network.

Storage:You can view storage status and configure virtual storage.
Nodes: You can configure and manage cluster, nodes and storage.

Reliability: You can configure scheduled backup, snapshot, HA, resources
scheduling,VM scheduling, UPS.

System: It includes General, System Maintenance and Others. General includes
Licensing, Date and Time, System Administrators and Permissions, Alarm
Options, Cluster Settings, System Backup and Restore, VMware vCenter and VM
Backup and Recovery, etc. System Maintenance includes Tech Support &
Download, Logs and Alarms, Upgrade, Health Check and Customization, User
Management, Work Orders, etc. Others includes Recycle Bin and HA & Resource
Scheduling etc.

Health Check: It checks cluster environment to find and locate issues, and offers
solutions for discovered issues.

To view alarm events, click the following icon (the number on the icon indicates the number
of the current alarm events) to view the latest 5alarm events, as shown below:

The number beside the exclamation mark indicates the number of alarms. To view details of
the alarms for SANGFOR HCl and VMware vCenter(if any is added), click on the exclamation

mark.
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SANGFOR aCloud (1)
Taotal: 13 ® Critical: 10 @ Medium: 3

® [2020-03-1002:05:22 ] License of the MFY (AD) is aboutto
expire in 14 daws), Please renew the license ASAR.

@ [2020-03-1002:05:22] License afthe MEY (NGAF) is about
to expire in 14 dayis). Please renew the license ASAF,

Whiware vCenter (1)
Total: 12 @ Critical: 11 @ Medium: 1

@ [2020-02-1808:34:55] Alarm an group (Datacentars).
Details: The recovery RPO is not being met. The current RPO
is maore than the target RPO

@ [2020-02-18 08:28:55 ] Alarm on group (Datacenters).
Details: WRA is powered off

To change admin password, click on the “admin Super Admin"“located on the right top of
web ui.

admin

Super Admin

{1y Log Out

Change Password b4

Current Password:
Mew Password:

Fetype Password:
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A

Password should contain 8-64 characters which must consist of any two of the following:

upper-case characters, lower-case characters, digits and the special characters:
~ @#W&<>" ;N *+2=L |3 O[N

2.1.2 Slideshow

The slideshow appears every time the administrator navigates to Home and later hides
automatically.

.!.f. SANGFOR aCloud
y

Compute Networking System

Heterogeneous Virtualization Mgt

To hide the slideshow, you can click the icon on the upper right corner.

Once the slideshow is hidden, the following buttons appear: Create VM, Backup VM,
RecoverVM, Convert to VM, Add Node, Add Datastore.

L B  GH =

Create VM Backup VM Recover VM Convert to VM Add New Node Add New Datastore

2.1.3 Viewing Resources

This section displays information about resource scheduling, nodes, VMs and storage, CPU
usage, memory usage, and storage usage.

JORPORC

uling
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2.1.4 ViewingNodesand Storage

A gray nodeicon indicates that the node is offline. A red node icon indicates the node gives
alarm, while red storage iconindicates the storage is offline. Blue node icon and storage icon
indicate that the node and storage operate properly.

CPU Usage 45% CPU Usage 20% CPU Usage 18% Datastors Usage 69% Datastors Usage 3B% Datastore Usage 30%

Physical Mem Usage 45% Physical Mermn Usage B5% Physical Mem Usage  22% S o cpeed oBie — o cpced 1KBis S oo cpeod BTKBIS
— —
Memary Usage 5% Memary Usage 7% Memary Usage 14% wirts Speed KB wirte Speed 348815 Wiite Speed MBS

(Cluster Contraller) 192 92, 92, SCSl E ondary virualDatastore

To view node details, click on the node name to enter its Summary page(For details, refer to
the 2.5.3.2 Node Summary section).

To view running tasks and logs, move the cursor above the following icon at the lower right
corner.

To view detailed information, click on it and the following page pops up, which lists the latest
admin logs.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
28



Tasks

Status Action Ohbject Start Time End Time Admin Operation
Completed Power on VIV USER_acmp-c55f 2018-11-14 10:06:36 2018-11-14 10:06:36 Administrator ( 192.168.19.17... View
Completed Log in admin 2018-11-14 09:56:27 2018-11-14 08:56:27 admin{ 192.168.1.213 ) View
Failed Log in admin 2018-11-14 09:56:21 2018-11-14 09:56:21 admin( 192.168.1.213 ) View
Completed Reset VM windowsT_clone. .. 2018-11-14 09:53:44 2018-11-14 09:54:17 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 09:49:43 2018-11-14 09:49:53 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 08:48:29 2018-11-14 08:48:34 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 07:47:18 2018-11-14 07:47:24 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 06:45:23 2018-11-14 06:45:28 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 05:44.07 2018-11-14 05:44: 11 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 04:42:38 2018-11-14 04:42:43 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 03:41:16 2018-11-14 03:41:21 Administrator ( 192.168.19.17_.. View
Completed Import backups Windows server ... 2018-11-14 02:50:20 2018-11-14 02:50:25 Administrator ( 192.168.19.17_. View
Completed Import backups Windows server ... 2018-11-14 01:48:58 2018-11-14 01:49:03 Administrator ( 192.168.19.17_.. View

If you have any questions about HCI, you can click on the LiveChat option at the lower right
corner to do online consultation.

After clicking the online consultation option, you will be redirected to the following page to
ask for your personal information.
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Welcome tuvLivechat

©

Qur agents are not available right
now. You may submit a case by
using the Open a Support Case
function on the homepage of
Sangfor Community, or you may
leave a message here and we'll get
Dack to you as 500N as we can.

Your name: *
Siva

E-mail: *

Subject:

Vm issue

Message: *

Cannot power or|

Leave a message

Fill in the personal information and click Start the Chat. The page will jump to the online
consultation page, then you can directly ask your question.

Welcome to LiveChat
® Technical Support
Technical Support

L rechnical Support 1036

Hello. How may I help you?
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2.2 Compute

A virtual machine is an operating system simulated by specific software, running in an

isolated environment. It can be installed with the operating system such as Windows, Linux,
etc.

VMware vCenter can be added to and managed on Sangfor HCl platform.

2.2.1 Managing Virtual Machines on Sangfor HC

Navigate to Compute and you will see the following toolbar, asshownin the following figure.
On the toolbar, there are the following items: View By Group/Node/Datastore/Tag,

Panel/List, Refresh, New, New Group, Select, Sort, Recycle Bin, VM scheduling, Export
vm configurations and Advanced.

ORefresh @New [FINew Group S select |=Sortv  +++More

A 4 virtual mach al = Recycle Bin

14 WM Scheduling

[ Export VM Configurations

Virtual machines canbe viewed by Group, Node, Datastore or Tag.

?_-E View By Group

View By Group
View By Node

View By Datastore

View By Tag

To view virtual machines by group, select View By Group in Compute, as shown below.
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a
_E View By Group L

El B virtual Machine(1)

[l Default Group(1}

To view virtual machines by node, select View By Node in Compute, as shown below.

-]
0 View By Node v

-

below.

Diatastare Q.

=] @@ irtusl Machine

To view virtual machines by tag, select View By Tagin Compute, as shown below.

T .E View By Tag e

B Tagged VMS(O)
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2.2.1.1 ViewingVMs by Panel or List

Virtual machines can be viewed by Panel or List. By default, virtual machines are displayed
by Panel. To view VMs by List, click on List, as shown below:

h @ (= P hu Narne Q| Advancedv

Basics

O staus M Name 1P Address Group CPU Usage Memory Usane Disk Usage

O Alarm ChuadDgerver - Infen2020 1 % — 0% L] 9%
O Alarm Infern_BR_WANO_acmp-35e8 - Default Group ] 6% — 0% 1 %
O Alarm Infern_HEQ_YWANG_acmp-6a47 - Default Group % — 7% ' 3%
[} Alarm 5_NASZ - Siva [ 6% — 5% ' 6%
O Alarn WANO_ST - Intern3020 ' 3% — 5% - 16%
[0 © Poweredon ChuaDomainPC 1720643 Default Group L] 1% - 25% - 17%
0 @ Poweredon EDR_AD_semer 192.166.11.3 JH_EDR [ 6% - 2% - 7%
[0 @ Poweredon EDR_SERVER_atmp-07260001 192.168.11.55 atmp_2019-07-05-10-42-26 0% - 18% — 61%
[0 ©Foweredon HELWAND - Intemz019 1 % -— 7% L] 9%
[0 ©Foweredon JW_AD: 192.166.20.2 Intem2020 1 % - 15% = 12%
[0 © Poweredon JW_iinT_Clone0aot 192,168 20.50 Infen2020 0% = 1% - 20%
[0 © Foweredon KYANinT_Clone0oat 192.168.50.15 Yang [ 5% — 5% L] 9%

VM details are displayed, as shown below:

Basics: Displays basic information of virtual machines.

Basics
O | status M Name IP Address Group CPU Usage Memory Usage isk Usage
O Alar GhuarDsener - Intermn2020 1 2% — 1 00% = a%
m} Alarm Intern_BR_WANO_acrip-3529 - Default Group 1 5% — 90% 1 3%
O Alarm Intem_HG_WANO_acmp-6347 - Default Group 0% — TT% ' 3%

Node: Display the node where the VM is running on.

node Throughput O Speet 5 Backup
D Status WM Name IP Address Group Run on Node Current Node WM Scheduling
O Alarm ChuatDServer - Intern2020 <Prefertarun on 1922001318~ 192.20019.18
O Alarm Intern_BR_WANG_acmp- - Default Group <Auto> 192.200.18.1%

Mode
[ Stawus M Name 1P Address Group Outhound Bps Inbound Bps
m} Aarm ChusADSener - Intern020 Obps 1.73 Kops
| Alarm Intermn_BR_WANO_aemp-3569 - Default Group 18.47 Kbps 19.26 Kbps

10 Speed: Displays 10 speed.

Node h u 10 Speed
[ stalus Vil Name IP Address Group Read Speed Wirite Speed 10 Reads 10 Witites
O Alarm ChuatDServer - Intern2020 0Bis 2.71KBls 0IoPE 110PE
O Alarrm Intern_BR_WANO_acmp-2... - Default Group 0Bis 22.22 KBls 0IoPE 310PE

Host Resources: Displays used resources and downtime.

Throughiut 0 i Host Resources Backup
[0 status VM Narne 1P Address Group Datastare Storage Policy Actual Usage ofLog Actual Usage of Physical 5 Used Memory Dawrtirne
0 Alarm ChuasDServer [-] - Internz020 VirtualDatastare! 2_replica 10.63 GB 21.25 GB 16.GB
O Alarm Intern_BR_YA. - Default Group vitualDatastare! 2_replica 6.63 GB 13.25 6B 358 GB
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Backup: Displays backup information of virtual machines and backup file size.

Node Throughput 10 Speed Host Resources Backup
O status M Narne 1P Address Group Stheduled Bac Backup Repository Backup File Size Latest Batkup
O Alarm ChusADSenver - Intern2020 Mot enabled
m| Alarm Intern_BR_MANO_atrmp-3589 - Default Group hat enabled

Permissions
Administrator Group Permissions Creator Edit
admin Default Group Admin es
cahvin Default Group Admin No (E4

2.2.1.2 Creating Virtual Machine
To create a new virtual machine, click New in Compute and then select Create New Virtual
Machine to enter the following page.

Create MNewi Virtual Machine be

MName:

&{. Group: Default Group
A Tay: Select E

<

= HA: [v] Wigrate M to another node ifthe node fails  HA Settings
Datastore: “irtualDatastore! hd
Storage Policy: 2 replica v G‘)
Run an Mode: “Auto= ~
Guest 05 Select which type of O5 to install... v
High Priarity: |:| Guarantee resources for VM operation and recovery(lf-

Configuration

Standard: Ly - IR Cores: § core(s)

E Processar 8 core(s)

W hemory 15 GB Yirual Sockets: 1 v

= Disk 120 GB Cores Per Socket: a8 i3

Name: Specifies a distinguishable name for the virtual machine.

Group: Specifies a group to which this virtual machine belongs.
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Create Mew Virtual Machine

Mame:

.:4 Graup: Default Group v
R "

= HA: 2018 -
Datastare; o0
DR
Run on Node:
Guest 05
12
High Priority;

Caonfiguration

Group - P Power On [l Shut Dow = slylore

Mew Group b4

Location: Yirtual Machine hd

Group Marme: ||

This field is required.

Tag: Specifies one or more than one tags for the virtual machine.
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Add Mew Tag

AddediSelected Tags: (0]

Select Tags:

test

Mo tag has heen added or selected

Add Tag

HA: Ifthe option Migrate to another node if the node fails is selected, virtual machine will
be recovered onto another node in case the node running the VM fails.

HA:

E Migrate WM to another node if the node fails

HA Settings

Datastore: Specifies a datastore to store virtual machine. HA is configurable only when a
shared datastore is selected.

Datastore: “irtualDatastared V‘

Storage Palicy: Mo. St..  Datas..  Type Total Free Max Read Speed M Wirite Spead

Run an Mode: 1 = ISCEI iSCEI 496 GB 151.32 GH 118.15 MBis 169.73 MBis

Gusst 05 2 = Vitual . Mirtoal 26,445 TH 1066 TB 366 37 MBS 184 57 MBS

High Priotity: 3 = Lacal-... Local ... 144 GH 433.45 GH 512.79 MBis 451.91 MBis
-

Storage Policy: Specifies the number of replication and performances.

Starage Paolicy:
Run an Maode:
Guest O5:

High Priarity:

2 replica ~ ‘@
Policy Mame Replicas (1) Auto Tiering QoS (1) Stripe VWidth (1) Replica Defrag (1)
2_replica 2 replicas Medium level of perfo...  Adaptive Enahled
2_replica_high_perfar... 2 replicas High level of perform...  Adaptive Enabled

Run on Node: Specifies a node on which the virtual machine runs.
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- Fun on Mode: it W
Mode P Address CPU Usage Mermory Size  Mermory Usade Free
=Auto= - - - 0B
192.200.19.18 1822001818 [ — ] 266 GR [ 7o a8.81 GB
192.200.19.19 192.200.18.19 (|47 256 GO (I | oo 90,62 GO s

Guest OS: Specifies an operating system for the virtual machine. The following types of

guest OSes are supported: Sangfor, Windows, Linux, Linux distributions and others. Sangfor
operating system is mainly for software aCenter.

Guest 05 Select which type of OF to install... hd
High Priority; Sangfor Techhologies Inc.

Cloud Management Platform{aCMP)

Configuration

Windows

Standard  Low - High ‘Windows Server 2019 B4 bit

; Wiindows Server 2016 64 hit
E Frocessaor 2 corels)

Windows Server 2012 64 hit

W Memory 16 GB
Windows Server 2008 32 hit
= Diskd 12068 Windows Server 2008 64 hit
Windows Server 2003 32 bit
Windows Server 2003 64 hit

High priority: Onceit is selected, resources will be preferentially allocated to virtual machine
if overall resources are inadequate.

High Priority: [ ] Guarantee resources far WM operation and recovery (1)

Configuration: It allows you to configure hardware resources, such as Processor, Memory,
Disk, CD/DVD and NIC, etc. Configuration falls into Low configuration, Typical
configuration and High configuration. If the current configuration fails to meet business

requirements, you can configure the corresponding hardware resource as required, as shown
below:
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Configuration

Standard: Lot Typical High

E Frocessar 4 core(s)

Wt ermory 8 GB
= Disk 1 60 GB
© chiDvD 1 Mone

—_— —als S R I I P}

e Default Low Configuration: 4 processor, 8 GB memory, 6o GB disk, one CD/DVD,
one NIC.

e Default Typical Configuration: 8 processor, 16 GB memory, 120 GB disk, one
CD/DVD, one NIC.

o Default High Configuration: 16 processor, 32 GB memory, 120 GB disk, one CD/DVD,
one NIC.

Processor: Specifies the number of virtual sockets and cores per socket for the virtual
machine respectively. Once Cores field is configured, Virtual Sockets and Cores Per Socket
fields will be automatically filled with optimum values, so as to achieve best VM performance.

Standard: Loy Typical High

Cores: 4 core(s)
E Frocessor 4 core(s)
" Memary 5 GH “irtual Sockets: 1 v
= Disk1 60 GB Cares Per Socket: 4 v
© coovD Mone :
[ Enable MUMA Scheduler (1)
mw ethl Caonnected To: Edgel :
[JUse CPU from hast (1)
[ Para-virtualized clack (1)
W Other Hardwares Enahle CPU hat add Guest 0Ses

Support (1)
(%) Add Hardware ¥

Enable NUMA Scheduler: Once enabled, memory access and VM performance will be
enhanced. To enable NUMA scheduler for VM, goto System > Advanced Settingsto enable
NUMA scheduler first. To project NUMA topology into a virtual machine, make sure that
virtual machine has more than 8 cores and vmTools have been installed.

Use CPU from host: Live migration might be affected because of the tight association
between the virtual machine and the host CPU.
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Para-virtualized clock: It is applicable to Windows virtual machines only. It can improve
performance of Windows virtual machines running database but requires the option Use
CPUfrom host to be enabled.

Enable CPU hot add: Once CPU hot-add is enabled, CPU resources can be hot-added
manually for the virtual machine.

Memory: Specifies the memory size for the virtual machine. The minimum is 512 MB, and
the maximum is 1 TB.

Caonfiguration

Standard: - Typical High Mernory Size: 128 GB

EProcessnr 4 cora(s)

W hiemory 8 GH 128 GB

&8 Disk 1 EoCH [ [ [ [ I [ [ I :I [ [

O coiovD 1 MNone S A A
mm ethi Connected To: Edget

[]Enable huge-page memory (1)

Ferformance of Wils will he improved it huge-page memaory is enabled for specific

applications, but disks will be pre-allocated.

Enable memaory hot add (change could be made in powered-off state) Guest OSes
§ Other Hardwares Support (1)

® Add Hardwara ¥

Enable memory hot add: Once memory hot-add is enabled, memory resources can be hot-
added manually for the virtual machine.

Disk: Specifies the disk for the virtual machine.

A

To specify a disk for a virtual machine that is not stored on local storage, make sure the disk
is ona NFS, iSCSI or FCstorage that the virtual machine has access to.
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ifiguration

Standard: - Tepical High Disk Type: @ Mewdisk () Existing disk () Physical disk (O Shared disk

Frocessar 4 core(s) Disk Capacity. | B0 .

W hemo 128 GB )

i Allocation: @) Dynaric provisioning

= Digk1 60 GB Allocate space hased on pre-allocated space and actual demands,
to enhance disk performance and utilization.

© chiDvD 1 Mane () Thin Provisioning
Allocate space based on actual data size as needed, saving space.

mm cthi Connected To: Edget p ! g

() Pre-allocating

FPre-allocate a fixed amount of space, enhancing disk performance
hut wasting maore storage space.

[ support virtio
& Other Hardwares ) _ _
It helps to improve Disk 1O performance, but some versions does not support
this feature. Do not change the default unless necessary.
() Add Hardware ¥ 4 L .

New disk: You may choose to create a new disk or use an existing disk. If you'd like to create
anew disk, configure related fields onthe following page:

Disk Type: (@ Mewdisk () Existing disk () Physical disk () Shared disk

Digk Capacity, 50 [e]=]

Allacation: () Dynamic provisioning

Allocate space based on pre-allocated space and actual demands,
to enhance disk performance and dtilization.
(®) Thin Provisioning

Allocate space based on actual data size as needed, saving space.
() Pre-allacating

Pre-allocate a fixed amount of space, enhancing disk perfarmance
hutwasting more storage space.

[ 5uppart Viria

It helps to imprave Disk 10 perfoarmance, but some versions daes not support
this feature. Do not change the default unless necessary:

Disk Capacity: Specifies the capacity(GB) of the virtual disk.

Dynamic provisioning :Allocate space based on pre-allocated space and actual demands, to
enhance disk performance and utilization.

Thin Provisioning: Allocate space based onactual data size as needed, saving space.

Pre-allocating: Pre-allocate a fixed amount of space, enhancing disk performance but
wasting more storage space.

Support Virtio : It helps to improve Disk 10 performance, but some versions does not
support this feature. Do not change the default unless necessary.
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Existingdisk: To use an existing disk, select the option Existingdisk and then select a qcow2
disk file.

Disk Type: () Mew disk (@) Existing disk () Physical disk () Shared disk
DiskFile:  AditualDatastorelfimagesfclust IEI

J Support mounting a whd, vhdy or gqoow? disk file.

Physical disk: To use a physical disk, select the option Physical disk and choose a physical
disk which will be mapped to the virtual machine.

Disk Type: () Mewdisk () Existing disk (@) Physical disk () Shared disk

Disk - Type Storage ... De...

Mo data availakle

Shared disk: To use a shared disk, select the option Shared disk.

Disk Type: (O Mewdisk () Existing disk () Physical disk (@ Shared disk

Disk = Type Storage .. De...

Mo data available

To allow more than one virtual machines mount a same disk, be sure that those virtual

machines support mutex during write operation (such asin Oracle RAC environment), orelse,
data on the disk will get damage.
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Message x

Please be sure that this virtual machine can share disk with the existing virtual
machine("clbtest") and mount the disk, to create Oracle RAC.
Metes: To allow more than one virtual machines mount a same disk, be sure that those virtual machines support mutex

during write operation (such as in Cracle RAC environment), or else, data on the disk will get damaged.

Type CK (case-insensitive) to confirm operation

Enter OK (case-insensitive) ‘

O’<

CD/DVD 1: Specifies an ISO image file of CD/DVD drive to be used by the virtual machine.

You may also select None, which indicates that the virtual machine does not use CD/DVD
drive.

Configuration Advanced
Standard: Low - High CDVDVD Drive:
Neone
Processor 2 corels) O
@) Load IST image file
. emory 4 GB
Browse...
= Disk 1 80 GB
o CO/OVD 1 Hone Upload from this Local PC
mm =thd Connected To: DefaultEdge

W Other Hardwares

G:} Add Hardware ¥

If the option Load ISO image file is selected, you need to select the corresponding ISO image
file. If there is no I1SO image file, you may upload an image file to the datastore from local
disk. Click Upload from this Local Disk, select an ISO image file and upload it.

Standard: Low - High CD/DVD Drive:

(O Mone
Processor 2 corels)

@) Load 150 image file
. [ emony 4 3B

Browse...
= Disk 1 20 GB

o CD/DVD 1 Mone Upload from this Local PC

mm =th0 Connected To: DefaultEdge
W Other Hardwares

@ Add Hardware ¥

etho: Specifies what the virtual machine is connected to.
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E Processor 8 core(s)

[ Enable
LBl 8 GB
ermory Comnectad To: | Switch0425 ] =
&= Disk 1 100 GB
- Disk 2 120 GB Advanced
© comvo 1 CO/DVD Drive Adapter Modz! v
- et Connected To: Switch0425, 1P Address: 1 MAC Address:
IP Address It takes effect after vmTaools is installed
Guest OSes Support
|# Edit
&8 Other Hardwares
IPv4 Address
() Add Hardware ¥ IP Address 10.123.123.10 -
E Processar G corefs) IP Address: It takes effect after vmTools is installed. |
Guest O5es Support
- emory 8GB
| Edit
&= Disk 1 100 GB
IPv4 Address
= Disk 2 120 GB
IP Address: 10.123.123.10
O coovD COVDWD Drive Metrnask 256 256 255,11
Gateway 10.123.1231
w ethl Connected To: Switch0425, IP Address: 1... Preferred DNS:  B.88.8
Alternate DMNS -
IPv6 Address
IP Address: 2001:db3:85a3::8a20:370:7334
Prefix Length B4
& Other Hardwares Gateway 2001: db8:05a3::8a2e: 370:7335
Preferred DNS -
@ Add Hardware ¥ Altermate DNS

Enabled: Ifit is selected, it indicates that the specified virtual network adapter is enabled.

Connected To: Specifies an edge or a virtual switch to be connected to the virtual machine.

Adapter Model: Specifies the adapter model: Realtek RTL8139 or Intel Ex1000.

MAC Address: It can be automatically generated or manually specified. MAC address
examples: 00-11-22-33-44-55,00:11:22:33:44:55.

Support IPv4 and IPv6 address: Support IPv4 and IPv6 address: It can set IPvg4 and IPv6
addresses on the network card. It only supports certain Guest OS and required to install the
VM tools as well.
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Other Hardwares: Includes Graphics Adapter, Mouse Type and BIOS Option.

Standard:  Low Typical High Built-in Graphics: | Standard %G graphics adapter ~

E Processor 8 core(s)

Mouse Type: @ use () Ps2
W fermory 16 GB
&= Disk1 120GB Keyboard Type: QWERTY (US4 v
© coovD 1 Mone
mm cthi Connected To: Edget N0 Qe QeeElRS (@UER

() Specified

W Other Hardwares Upload BIOS File from Local FC
@ Add Hardware ¥ BIOS POST Time: [ second(s)

Graphics Adapter: Options are Standard VGA graphics adapter, VMWare compatible
graphics adapter, QXL graphics adapter and Cirrus graphics adapter. Graphics adapter has
close relation with desktop display. If selected graphics adapter is not supported by guest OS
or display error exists, try another type of graphics adapter.

Mouse Type: Options are USBand PS2.

Keyboard Type: QWERTY (USA) and QERTY (Italy).

A

This is not recommended unless the virtual mouse does not work properly or USB mouse
refuses to work for some reason. It takes effect after the console is re-opened. Mouse type
can be changed to PS2 if USB mouse refuses to work for some reason.

BIOS Option: Options are SeaBIOS, UEFI BIOS and Custom. You can also specify BIOS
POST Time.

To add more hardwares, click Add Hardware. Then, you can add disk, CD/DVD, serial port,
NIC and USB as per your need.
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Drisk

COVDVD

Serial Port

MNIC

For example, click Add Hardware and select Disk. Then, disk 2 will be added to the
configuration (as shown in following figure). You can add that disk by creating a new disk or

using an existing disk. To delete a disk, click on this X icon.

Standard: Loy Typical High Disk Type: (@ Mew disk () Existing disk () Physical disk () Shared disk
E Processor G corels) Disk Capacity. | 120 =]
LNl 16 GB . _
Emary Allocation: (@) Dynamic provisioning
= Disk1 120 GB
- gk 120 GB » () Thin Provisioning
O coovo 1 Maone () Pre-allocating
mm cthi Connected To: Edge

Support Virtio
W Other Hardweares [supp

@ Add Hardware ¥

On the Advanced tab, you can configure more, such as Boot Order, Lifecycle, Others and
Debugging.

Configuration
Boot Order; - Digk 1 b4 ! CO/DWD v H Mone v
Lifecycle: (@ Immaortal (") Expiration Date
Hosthame: (@ Default hostname () Specified Guest O5es Support
Others: [CJPower on at node startup
] Reboot if fault occors vimTools

[JEnahle ULID generatar

¥ Debugging

Boot Order: Specifies the boot order forthe virtual machine. You can choose an item (disk or
CD/DVD) from the pull-down list.
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Configuration Al

1n) Ceo
Boot Order; - Disk 1 v n COVDND v n Mone ~

Lifecycle: @ In Disk1 () Expiration Date  2020-03-12
_ Digk2 )
Hostname: @D ) Specified Guest 05es Suppart (L)
CDiDvD
Others: Or artup

BA Rebootiffault occurs (due to stuck, blue screen, ete., requiting wnTools installed)
] Enable ULUID generator (zuto generate LD (1)

¥ Debugging

Lifecycle: Specifies virtual machine’s lifecycle. It can be immortal or a specified expiration
date. A powered-on virtual machine will occupy CPU and memory resources if it has not been
used for along period of time, while a powered-off virtual machine will occupy disk space if
it has not been used for a long period of time. You can specify Expiration Date for Lifecycle
so that you may delete the expired virtual machine when the end of its lifecycle is reached.

Caonfiguration

Boat Order: - Dizk 1 v n Co/ovD v ! Mone v

Lifecycle: () Immortal (@ Expiration Date | 2020-03-12 E|
Hastname: (@ Default hostname () Specified port (D)

4 2020-3 4
Others: [CJPower on at node startup

¥ Reboot if fault occurs (due to stuck, blue 1 Fun Mon Jue Mved Thy B Sat
[C]Enable UUID generator (auto generate L 1 2 3 4 5 6 7

8 9 10 11 [F] 13 14
15 16 17 18 19 20 21
22 23 24 25 26 27 28
20 30 31

¥ Debugging

Others includes the following options:

Power on at node startup: Once it is selected, virtual machine will be automatically
powered on oncethe node starts up.

Reboot if fault occurs: Once it is selected, virtual machine will be automatically

restarted in case of stuck, blue screen. To make thhis option take effect, vmTools should
be installed.

Enable UUID generator: Every time UUID generator is enabled, a new UUID will be
generated. Universally Unique Identifier, UUID in short, is an identifier of a virtual
machine. Certain software running on the VM need the UUID to work properly. Please
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do not change this at will, since changes of UUID may cause some functionalities to be
invalid. You may choose to re-generate UUID for the new virtual machine while cloning
virtual machine or deploying virtual machine from a template.

To show more options, clickon Debugging and you will see the following options:

2 Debugging

[+] Memory Reclaiming

] Support vittia

LIFilter page files

|:| Disahle Pause-Loop Exiting
Disable kvmelock

Enable memory reclaiming: Onceit is enabled, free memory ofidle virtual machines will be
detected and reclaimed for other virtual machines.

Support Virtio: Onceit is enabled, all disks associated with this virtual machine will support
Virtio, to improve 10 performance, but some software versions do not support this feature.
Please do not change the default setting unless necessary.

Filter page files: Once it is enabled, it helps to save backup storage and time. Page files will
not be filtered when a virtual machine is backed up during powered-off status. It takes effect
after vmTools are installed. This debugging option is for Windows system only.

Disable Pause-Loop Exiting: Onceit is selected, Pause-Loop Exiting will be disabled. Select
this option to avoid VM EXIT caused by PAUSE instruction of VM, which improves adaptive
spinning performance of multi-core VM (more than 16 cores) to some extend but requires
extra costs of physical CPU. The default is recommended unless otherwise required.

Disable kvmclock: Once it is selected, kvmclock will be disabled. On Linux kernel 2.6.32 or
earlier version, you may disable kvmclock to improve system stability.

Cloning virtual machine means duplicating a virtual machine, which applies to virtual
machines that can be used as sources for new virtual machines. The cloned resources will not
affect source virtual machines.

To clone a virtual machine, click New in Compute and select Clone VM on the Create New
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Virtual Machine page to enter the following page. On that page, select a virtual machine
that you want to clone.

Select Virtual WMachine x

o Select Virtual Machine o Ready to Complete

B Callapse Al vl Mame Q I

WM Mame Group Run on Mode

= Wirtual Machine

020

&=

Thi

(E2 e

14

=)

un

(E= e
5
a

RESTART ar PO

(E2 e

+7-05-10-42-26

(E= ey
&

cancel

A

e A powered-off virtual machine cannot be cloned.

e Avirtual machine being migrated or being cloned cannot be cloned.

e Backuptask will be canceled if the clone operation is performed against avirtual machine
which is being backed up.

e Guest operating system settings of a cloned virtual machine remain the same as that of
the source virtual machine, exclusive of MAC address. Thus, IP address of one of the two
virtual machines should be modified, otherwise, it may result in IP address conflict.

Cloning a virtual machine creates a duplicate of a virtual machine, including VM
configurations and disk files, On the following page, you can customize parameters of aclone.
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Clone Wirtual Machine he

0 Select Yirtual Machine e Ready to Complete

MName: kaizhi_win7_Clone

t Whis: 1 Eventual Server Mame{s): kaizhi_win7_Clone0001

-

./.. Description:

# , p

Group: KaiZhi e
Clone Type: v (D

[]Power on virtual machine at creation

HA: [ Migrate to another node ifthe node fails  HA Seftings - )

Datastore: YirtualDatastorel v
Storage Paolicy: <Usze original storage policy: 2_replica= v
Fun on Mode: <Auto= v
Hosthame: Optional Guest0Ses Support (1)

Metwork Connection: [] Enable MIC of claned v (1)

MIC: ethi To: E Metwork Settings

To clone avirtual machine, you need to specify the following parameters forthe clone: Name,
VM number, Description, Clone Type, Group, HA, datastore, Storage Policy, Run on Node,
Hostname, Network Connection, and NIC. To have the cloned virtual machine powered on
upon creation, select the option Power on virtual machine at creation.

There are three types of cloning available starting from version 6.0.1:
a. Instant Full Clone

Description: Instantly clone the selected virtual machine as a new independent
virtual machine. Instant full clone is the default clone option for 3 nodes and above
which recommended to be use.

Features:
1. Cloning process can be complete in short time.

2. The disk file of the clone VM is independent to the original VM
3. Performance will not affected after cloning completed.

Requirement: Required 3 nodes and above to support. The datastore of both source
virtual machine and cloned virtual machine must be in virtual storage.
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b. Linked Clone

Description: Clone the virtual machine by linking the disk file to the original virtual
machine. This method is recommended to be use during development and testing
phase while the performance is not the essential point.

Features:
1. Cloning process can be complete in short time.

2. The disk file of the clone VM is dependent to the original VM and  storage
occuptation can be reduced.
3. Performance might be slightly affected after cloning completed.

Requirement: Required 3 nodes and above to support. The datastore of both source
virtual machine and cloned virtual machine must be in virtual storage.

c. FullClone

Description: Perform full clone of the selected virtual machine and create a new
independent virtual machine.

Features:

1. The disk file of the clone VM is independent to the original VM.

2. Datastore of the source and cloned vm can be external storage.

¢

The following factors will affect efficiency of clone task: amount of the source virtual
machine data and performance of the server where Sangfor HCI software is installed.

The following types of VM files can be imported onto Sangfor HCI platform: OVA files

exported from VMware virtualization platform, VMA files exported from other Sangfor HCI
platforms.

To import a virtual machine file, click New in Compute, select Import Virtual Machine on
the Create New Virtual Machine page to enter the following page.
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() QXL graphics adapter will he used by default atter WM is imported. If display issue occurs after

startup, change the graphics adapter manually.

Group: Default Group ™

Ha: % Migrate to another node ifthe node fails 1

D ! ISCEI v
'

Import

Onthe above page, select an OVA or VMA file from local disk, specify Group, HA, Datastore,
Run on Node and OS, then click Import.

S

Uploading file centos_import_1.vma. Please do not close this page.
12%

Total Size: 486.3 MB.Progress: 59.8 MB, Upload Speed: 8.31 MB/s, Time Taken: 7 seconds, Time Remaining: 51 seconds

Cancel

A

e Ifan ova file of aWindows based virtual machine is imported, USB mouse driver needs to
be updated and you will be prompted to install that driver.
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e If an ova file of a Linux based virtual machine is imported, you need to configure IP
address for NIC.

e After the ova file is imported, the virtual machine will be automatically created. The
Import Virtual Machine File page can be closed while the virtual machine is being created.

2.2.1.5 Adding New Group

In Compute, you can add a new group by clicking New Group. On the New Group page, as
shown below, you need to specify a name for the new group.

New Group

Location: Virtual Machine

Group Name:

“

2.2.1.6 SortingVirtual Machines

Virtual machines canbe sorted by Name, CPU Usage, Memory Usage, Disk Usage.

Narne Q. Advancedv

To sort virtual machines by name, select Sort > Name in Compute. You may click on the

arrow -to sort VMs in ascending or descending order.
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===}i0re

To sort virtual machines by CPU usage, select Sort > CPU Usage in Compute. By clicking on
that arrow, virtual machines can be sorted based on CPU usage in ascending order or
descending order. The following figure shows that the virtual machines are sorted by CPU
usage in a descending order.

J=sort~ s=smare

Marme
CPULU
Memor

L ¥y L ¥4 Dije

“4a® T

[ B Fh [ B
Windows Server 2012 R2 E... Windows Server 2019 5C kaizhi_win_sener Sangfor_aCMP_E.0
CPUUsage 100% CPU Usage 100% CPU Usage TT% CPU Usage 47%

femaory Usage 45% femory Usane 45% femory Usage Memaory Lsage

Disk Usage 33% Disk Usage 48% Disk Usage Disk Usage

To sort virtual machines by memory usage, select Sort > Memory Usage in Compute. By
clicking on that arrow, virtual machines can be sorted by memory usage in ascending or
descending order. The following figure shows that the virtual machines are sorted by
memory usage in a descending order.

mesn (Dnew  [Fn up = selec 5 ssshiore

L ¥y L ¥ L
r.%. n.%. r..;.
LR L B s

ChuasDServer WARO_ST Yong_\WinServer20d 2 Intern_BR_WARD_acmp-35e58

0%

CPU Usage

CPU Usage

CPU Usage

CPLU Usage 4%

hemory Usage Memoaory Usage memary Usage hemory Usage B6%

Disk Usage

Disk Usage

Disk Usage

Disk Usage 3%
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To sort virtual machines by disk usage, select Sort > Disk Usage in Compute. By clicking on
that arrow, virtual machines can be sorted by disk usage in ascending or descending order.

The following figure shows that the virtual machines are sorted by disk usage in a descending
order.

e/
..t.
[ B

e
;.:.
[ B

Yuan PC Calvin_in7? EDR_SERVYER_acmp-072h... winf-Jirmy_Clone

CPU Usage CPU Usage CPLU Usage 1% CPU Usage 0%
Memary Usage mMemory Usage 14% hemory Usage 16%: memory Usage 12%
Disk Usage Disk Usage Disk Usage

Disk Usage BE0%

2.2.1.7 Batch Operation

Administrator can perform the following operations against multiple virtual machines:
Power On, Suspend, Shut Down, Power Off, Reset, Move, Edit, Add New Tag, Remove

Tag, Take Snapshot, Delete, Migrate, Migrate Across Cluesters, and Migrate to Vmware
vCenter.

It oup Selec Sortw

() Power off &) t [ Edit

CPU Usage CPU Usage CPU Usage CPU Usage

Memaory Usage Memoary Usage Memary Usage Memary Usage Memoary Usage

Disk Usage Disk Usage Disk Usage Disk Usage Disk Usage

Power On -To power on virtual machines(s), select one or more than one virtual machines
and then and click on Power On.
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Suspend -To suspend virtual machines(s), select one or more than one virtual machines and
then and click on Suspend.

Shut Down -To shut down virtual machine(s), select one or more virtual machines and then
click on Shut Down.

Power Off - To power off virtual machine(s), select one or more virtual machines and then
click on Power Off.

Reset -To restart virtual machine(s), select one or more virtual machines and then click on
Reset.

Move -To move virtual machine(s) to a specific group, select one or more virtual machines
and then click on Move.

Move X

Select group: Finance v

Edit -To edit virtual machines(s), select one or more than one virtual machines and then click
on Edit.
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Edit Virtual Machines

X
Edit
[]cru
Wirtual Sockets: 1 W
Cares Per Socket: 2 W
[ memary
Memary Size: GB
[] other Hardwares
Keyhoard Type: CWWERTY(LISA) B
Add
[ Disk
Size: GH
Allacation: Dynamic provisioning
Dynamically allocate space based an pre-allocated space and
actual demands, which may enhance disk performance and
utilization.
Fre-allocation
Fre-provision a fixed amount of space, which may enhance disk
s
Adapter Model: Realtek RTLE139

Connected to Switch:
Others

[ Change WM ican

[ Change reboat made

Fower on %M at host startup
[] Change priarity

High priority
[] Change lifecycle

Mo limit ) Expiry date 2020-03-12

Delete - To delete virtual machines(s), select one or more than one virtual machines and then
click on Delete. Virtual machines will go to Recycle Bin after being deleted and can be
recovered within 30 days. To delete virtual machine(s) permanently, select the option Delete
the data completely and never restore them. Thus, configuration files and disk files of
virtual machines will be deleted completely and cannot be restored any more.
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Delete Virtual Machine %

Are you sure that you want to delete St_in7?

The virtual machine will go to Recyele Bin and can be restored within
30 days from Recycle Bin before being permanently deleted.

Add Tag -To add new tags to virtual machine(s), choose one or more than one virtual
machines and select Add Tag. You can choose the existing tags or add new tags for those
virtual machines. To remove tags of virtual machine(s), choose one or more than one virtual
machines and select Remove Tag.

CPU Usage

Memory Usage 44

Memory Usage

Disk Usage

Disk Usage

Add Tag X

Add Tag

Added/Selected Tags: (0)

Select Tags:

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
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Take Snapshot — To take a snapshot according to the VM, choose one or more than one
virtual machines and select Take Snapshot.

Take Snapshot %

Selected YMi{s): ‘Yuan PC

Mame: 2020-03-12_11-32-55

This name will be applied to all snapshot files of the selected
wirtual machines.

Description:

Migrate — To migrate the VM, choose one or more than one virtual machinese and select
Migrate.

Migrate Vi b's

o Select Location Type ° Specify Dst Location

Location Change: @) \working location only

Migrate virtual machines to another node

O Datastore and working location

Migrate virtual machines to another virtual datastare or other storage. Yorking location can also be changed so that YiMs
can be migrated to another node.

cancel
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Migrate Wi

o Select Location Type o Specify Dst Location

Current Location

2stination Location

Datastore VirtualDatastore] ~ Datastore:

WirtualDatastorel v
Storage Folicy: 2 replica v Storage Policy: | <Use original storage polic v
Current Mode: 192.200.19.18 W Destination Mode: 192 200.19.18 ~

Q Virtual machine could gain optimum performance if destination node is in the virtual datastore {VirualDatastoret).

Migrate Across Cluster - To migrate the VM across cluster , choose one or more than one
virtual machinese and select Migrate Across Cluster.

Wligrate Wik (S_MASZ2) Across Clusters

o Cluster o Datastore and Node o Metwork Settings

Cluster IF: | Cluster IP address or cluster contraller IP address

Pasgward:  admin password

Menxt
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Migrate Whi (S_MNASZ) Across Clusters X

o Cluster o Datastore and Node o Metwork Settings

Current Cluster {192.200.19.20) Destination Cluster (149
Datastare: YirtualDatastorel v Datastare: ISCSl v
Storage Policy. 2 replica v MNode: 192.168.20.3 v
Mode: 192.200.19.18 v

Fower on virtual machine upon migration completion
Max migration rate MBS

Q The virtual machine will be powered off automatically

Migrate Vi (S_MAS2) Across Clusters %

o Cluster o Datastore and Node o Hetwork Settings

- [ Enabled
mm cthl Disconnected
Connected Ta: |£|
Connected To: Edgel
Advanced
Adapter Model: Intel E1000 v

MAC Address: FE:FC:FE:27:6B:58 {-_}

Migrate to VMware VCenter - To migrate the VM to VMware VCenter, choose one or more
than one virtual machinese and select Migrate to Vmware VCenter.
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Mligrate Virtual Machines from SANGFOR aCloud platform to Wiware vCenter %

Current Location: SAMGFOR aCloud Destination Location: Yiware vCenter
Selected Status vCenter: weenter h
Al .
S_MAS2 am Group: voenter/CTI ESR/Discovered v v
Yong_winGetver2012 @ Pawered On
Datastare: datastorel '

RunonMade: yoenter/CTI ESHA192.20019.2 v

IZAutD shut dowen the migrated virtual machine in SAMGFOR aCloud to complete migration
This will have the virtual machine power off automatically before migration campletes to have the new changes synced to the destina
tion location. Ifyou do notwant the vitual machine to power off at unexpected time and interruptthe sewvices being offered via that virt
ual machine, do not selectthis option. You may power off the virtual machine manuallywhen migration completes.

EAuto power on the virtual machine in Yitware vCenter upon migration completion

If a virtual machine is chosen, the color of the icon at the upper left corner of the
corresponding card will turnto green from gray.

O shut

ed in the current page,

CPU Usage CPU Usage CPU Usage
Memary Usage Mermory Usage Memory Usage

Disk Usage Disk Usage Disk Usane

If a virtual machine is being powered on, suspended or shut down, there will be the
corresponding information displayed on the panel. For example, Suspending, as shown in
the following figure, shows that the virtual machine is being suspended.

Cheneyradhat

Suspending...
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To exit from editing the virtual machines, click on the Exit button on the upper right corner.

2.2.1.8 Deploying Oracle/SQL Server

2.2.1.8.1 Creating Standalone Oracle Database

To create a standalone Oracle database, follow the steps described below:

1. Goto Compute, click New and then select Create Standalone Oracle Database on the
Create New Virtual Machine page.

2. Create virtual machine. For how to create a virtual machine, see the 2.2.1.2 Creating
Virtual Machine section.

Wirtual Machine = Create Wi

o Create VM o Install Guest 0S o Allocate Disk ° Finish

Marme:

Datastore: |SCEl hd
Fun on Maode: <Autos w
Guest 05 Select which type of OS to install... v
Frocessor: 2 %8B cores

Mernory: 64 GB

Edit */# Configurations

Name: Specifies a distinguishable name for the virtual machine.

Datastore: Specifies a datastore to store virtual machine. HA is configurable only when
ashared datastore is selected.

Run on Node: Specifies the node to run the virtual machine.

Guest OS: Specifies an operating system for the virtual machine. The following types of
guest OSes are supported: Windows, Linux, Sangfor and others.

Processor: Specifies the number of virtual sockets and cores per socket for the virtual
machine respectively.
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Memory: Specifies the memory size for the virtual machine. The minimum is 512 MB,
and the maximum is 1TB.

3. Install guest OS.

After VM name and guest OS are specified, click Next to install OS. If the image file of a
specified guest OS has not been uploaded to Sangfor HCl platform, you may upload it in the
same way of uploading an ISO image introduced in the 2.2.1.2 Creating Virtual Machine
section.

After guest OS is installed, vmTools must be installed before you go to next step.

Virtual Machine > Create VM
0 Create VM o nstall Guest 03 3 | Allocate Disk 4 | Finish

[>> Start (=) CD/DVD Drive ~ [ Edit

The virtual machine has not installed cperating system. Follow the instructions to install guest OS.

Install from ISC Image

>

Install from USE Device

@ createvm © istan Guest 05 © wocate visk @ s

[ shut Down (=

Installer boot menu

Install

Command-line install
Advanced options
Help
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4. Configure use of disk.

In this step, you need to configure log and quorum disks. More specifically, specify Disk
Name, Total Number, Size of Each Disk on the following page.

wirtual Machine = Create Wi

Q Create Vi o Install Guest 0S o Allocate Disk ° Finish
Disk Planhing
Disks Size of Disk (GA)
Log Disk: 3 a0
Data digk: 3 100

Log Disk: It is used to store Oracle database logs.

Data Disk: It is used to store Oracle database data.

5. After you have configured standalone Oracle database, you may download deployment
guide by clicking Download Deployment Guide in the following figure.

@

Congratulations!

You have completed configuration of Standalone Oracle Database hardware and operating system.

Enter console of WM (test2)

2.2.1.8.2 Creating Oracle RAC Database (cluster)

To create Oracle RAC database(cluster), follow the steps described below:
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1. Goto Compute, click Newand then select Create Oracle RAC Database onthe Create

New Virtual Machine page.

2. Select disk type.

Each node in Oracle RAC needs to be configured a public IP address, a virtual IP address
and a private IP address at least, and a cluster has a public IP address. Address allocation

and network deployment is shown below:

>

nodel
172.200.200.191

nodel-private nodel-vip
10.200.200.191 ] ‘ 172.200.200.181
‘ OracleRAC_1 .
scan-ip ‘
172.200.200.190
Oracle_Private
i node2
node2-private ‘
10.200.200.192 172.200.200.192

OracleRAC_2 node2-vip
172.200.200.182

First, select atype of disk to store VM data: Shared Disks, External iSCSIDisk, FC Disk.

@) seiectniskType —— (2) CreateVM —— (3) Install Guest0S —— (4) Create Shared Disk —— (5 ) Allocate Shared Disk —— (6 ) Clone VM —— (7 ) Finish
P Choose which type of disks to store the VM data
] - -]
Shared Disks External iSCSI Disk FC disk
iSCSI Server. FC Server:
Virtual disk created on this HCI
platform v v
Model/Vendor: -
@ Itis currently unavailable, as disk sharing in () NoiSCsSI disk is available? New iSCSI Server Q No FC disk is found? Connect an FC Disk
Oracle RAC reguires af least 2 nodes. or Scan for Disks Drive
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3. Create virtual machine.

See the 2.2.1.2 Creating Virtual Machine section forhow to configure virtual machine.
Note that datastore must correspond to the type of disk you have chosen in the previous
step.

4. Install guest OS.

After VM name and guest OS are specified, click Nextto install OS. If the image file of a
specified guest OS has not been uploaded to Sangfor HCI platform, you may upload it in

the same way of uploading an I1SO image introduced in the 2.2.1.2 Creating Virtual
Machine section.

After guest OS is installed, vmTools must be installed before you go to next step.

Checking dependencies in packages selected for installation
| |

Please select any additional repositories that you want to use for software installation.
[] High Availability

] Load Balancer

¥] Red Hat Enterprise Linux

F T VT TR .

o B

| <k Add additional software repositories | | = Modify repository

‘You can further customize the software selection now, or after install via the software
management application.

@ Customize later () Customize now

| 4mBack | ‘ wp 1@t ‘

5.  Create shared disk.

Inthis step, you need to configure log, quorumand data disks. More specifically, specify
Disk Name, Total Number, Size of Each Disk.

Log Disk: It is used to store Oracle database logs.
Data Disk: It is used to store Oracle database data.
Quorum Disk: It is used to provide quorum service.
6. Allocate shared disks.
After shared disks are configured, you may allocate them.

7. Clone virtual machine.

Here, you may specify VM name, description and the number of virtual machines to be
created.

8. Click OK to save the settings.
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Creating SQL Server

To create SQL server, do as follows:

1. Select SQL Server AlwaysOn, as shown below:

Choose what SQOL =erver you want to create:

~— oS
I
g 3
Standalone SQL Server SQL Server AlwaysOn
= Create a standalone SQL server = Each clustered SQL server is

running on & different node and
designated 3 different non-shared
digk.

= Logs are synced from primary to
secondary SQL server to improve
read performance.

= Supported SOL server versions are
2012 and later.

Q If virtusl st is invelved, th d1 .
sh:uliahav:a::;;:ﬁee nm:l;_ ’ supei #i
2. Select disk type.
o Active

Secondary Secondary

Reports
-

Active
Secondary (RRURNA

Reports

;@ ®

On the two nodes in an AlwaysOn availability groupthat host two SQL servers, the network
adapter name and use should be the same. For example, both the etho ports on the two
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nodes are business interfaces and both the eth1 ports are heartbeat interfaces.
3. Create virtual machine

See 2.2.1.2 Creating Virtual Machine section for how to configure virtual machine.

Wirtual Machine

o Create VM o Install Guest 0S5 o Clone WM ° Allocate Disk o Configure Scheduling Policy

Marme: testl

Datastore: I1SCS1 hd
Run on Mode: “Auto v
Guest08: Windows Serer 2016 Fd it hd
Frocessor: 2% 8 cores

Mernory: 2 GE

onfigurations

4. Install guest OS.

After VM name and guest OS are specified, click Next to install OS. If the image file of a
specified guest OS has not been uploaded to Sangfor HCl platform, you may upload it in the
same way of uploading an ISO image introduced in the Creating Virtual Machine section.

After guest OS is installed, vmTools must be installed before you go to next step.

Virtual Machine > Create VM

@ creaevm — @ mstall Guest 05 — (3 Clone VM —— (4) Allocate Disk —— (5 Finish
[> Start (* CD/DVD Drive v [ Edit
The virtual machine has not installed operating system. Follow the instructions to ir
Install Now
Install Now
Install from I1SO Image Install Now

Install Now

>

Install Now

Install from USB Device Install Now

Install Now
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A

e After guest OSis installed, firewall must be disabled.

e Asfordatabase, SQL Server 2012 Enterprise SP1 is recommended(SQL Server 2012 and
later versions are also supported). As for operating system, Windows Server 2012 R2
Datacenter is recommended(Windows Server 2008 R2 and later versions are also
supported).

5. Clone virtual machine.

After one SQL server AlwaysOn virtual machine is created, you may create other virtual
machines by cloning the previous one so as to enhance deployment efficiency and to

ensure that the configurations of all SQL server AlwaysOn virtual machines are exactly
the same.

As for number of cloned SQL Server AlwaysOn nodes, enter the number directly. For
example, to create two SQL server AlwaysOn virtual machines, enter 2.

Virtual Machine > Create VM

@& createvm — @ install Guest 0s © cronevm "4) Allocate Disk '5) Finish

%

Name sangfortest1_clone
Description
e
SCIL Server
AlwaysOn Cluster
WM(s) 2

VM Name: sangfortest1, sangfortest1_clone

6. Allocate disks.

Allocate disks by specifying number of log disks, data disks and database root disks and
size of.each disk respectively.
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0 Create VM 0 Install Guest 0§ 0 Clone VM o Allocate Disk 5 ) Finish

Disk Planning

Disk Disks Size of Each Disk(GB)  Eventual Disk Name(s)
Log Disk: sangfortes_Log Disk 3 100 sangfortes_Log Disk_1~sangfortes_Log Disk_3
Data disk: sangfortes_Data disk 3 80 sangfortes_Data disk_1~sangfortes_Data disk_3
Database
Root Disk: sangfortes_Database Root Disk 100 sangfortes_Database Root Disk_1

Log Disk: It is used to store log files of SQL server.
Data Disk: It is used to store data of SQL server.

Quorum Disk: It is used to store logs and data files of system database tempdb.

7. Click OKto save the settings.

After configuration, you may download deployment guide by clickihng Download
Deployment Guide.

Q Create VM Q Install Guest OS Q Clone VM Q Allocate Disk e Finish

©

Congratulations!

You have completed configuration of SQL Server AlwaysOn Cluster hardware and operating system.

1. Download Deployment Guide

2. Enter VM console, deploy SQL Server AlwaysOn Cluster according to the instructions in the Deployment Guide

Enter console of VM(sangfortest1_clone)

Enter console of VM(sangfortest1)

Finish
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2.2.1.9 Viewing VM Groups

e
In Compute, all VM groups can be expanded or collapsed by clicking on the -
button. To expand or collapse aspecific group, click onthe 125 & E button next to that group.

?....E View By Group v

Co

=1 @ Virtual i -

The number following a group name indicates the number of virtual machines in that group.

B linux-oracle (9)

You can get the following information on virtual machine panel: power status(powered on or
powered off), CPU, memory and disk usage. Blue VM icon indicates virtual machine is
powered on, while gray VM iconindicates virtual machine is powered off.

L e ' L Ve - L e
—n® o a® ~4a®
.! W CA K .A W
Elon_test20170216 Peter_test 0 test 20170215
ZPU Usage 0% CPU Usage CPU Usage
viemory Usage 15% Memory Usage Memory Usage

Jisk Usage 15% Disk Usage Disk Usage

centos Cheneyradhat
Powered Off Powering On... OS Is Not Installed

Move the cursor onto VM card and the following buttons will appear on that card, as shown
in the following figure:
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L ¢
-\

Yong_WWinServer2016

> O

Paower On Shut Do

For virtual machine details, you may click on VM name to redirect to the Summary page, as
shown below:

Home Networking Naor eliahility stem

i ®ETa ot [ [ Edit M

Throughput + \ CPU | Memory \ 10 Speed ¥

Last 24 Hours

. \ -~ skbps
CPU Usage Mernony DiskUsage
Usage

]% 19% ]3%

2Wepz

f |
\A AN f
-~ ! \ i\ { /| )y ™\
2406HzKE Total: 8 GB Total: 340 GB NI WY S W A W JL_ NS N
o5ps
Gorels) Free: 6.48 6B Free: 285.1268 i 0340 0850 10:00 1010 120 1020 1040
Inbound 634 bps — Cutbound 319 bps

W Mame: Yong_WinSerer201 6 b Frocessor § core(s)
Description Ecit = == Memory  80CB
P vong I = Diskl 10068
I = Disk2 120 GB
Datastora 192.20018.18,182.2001818
I = Disksa 12068
Storage Pol i
orage Folicy. 2_replica © CDIDVD1 COIDYD Drive: fvirtualDatastore fisofen_windows_server_2016_xG4_dvd_9718492_2...
Run on Node: <Freferto run an 192.200.19.18> b - eth0 Connected To: SwitchD425, P address: 10.123.123.10
Current Mode 192.20018.18

Seheduling Palicy,

Guest 05, Windows Server 2016 84 bit
WmToolS: running  Reinstall

High Priority: Disahled

Pawer on at Host Startup: Digabled

Mernaory Reclaiming: Enahled (5.74 GB reclaimed)
Boat Order: Disk1-=CD/IDYVD

Uptime: 2 days 18 hrs 21 mins 1 second

To perform more operations against virtual machine, click More, as shown below:
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CPUsage

CPUsage 1%
Memory Usage 12% Memory Usage

Disk Usage 17%

@J

3

Yong_WinServer2016

m I
| \;l

> 0

Powigr On Shut Dowm

=

&

If VMware vCenter is not added to Sangfor HCI platform, the option Migrate to VMware
vCenter will not be displayed.

There are the following tabs: Summary, Snapshot, Backup/CDP, Permissions, Tasks and
Alarms, as shown below.

Snapshot Backup/CDP Permissions Tasks Alarms

On the Summary tab, you may perform such operations as Power On, Shut Down, etc., and
view basic information and hardware configurations of virtual machine.
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Summary Snapshot Backup/CDP Permissions Alarms

> Refresh 3 Console | [J ShutDown [[ Suspend B Take Snapshot [5] Backup [ Edit More ~

Throughput ¥ | CPU ” Iemory ” 10 Speed ¥

4Kbps
- .\
CPU Usage Memoryb Disk Usage
2 19 = 13 =
24 GHz X 8 core(s) Total 8 GB Total 340 GB /wm
Free: 648 GB Free: 29512 GB Obps

09:45 10:00 10:15 10:30

Inbound 751 bps — Outbound 246 bps

WM Name Yong_\WinServer2016 [ E Processor 8 core(s)
Description: Edit | . Memory 8GB
Group: Yong [ #= Disk! 100 GB
Matactara; 107 3NN 10 4% 107 N A0 10

To refresh the Summary page, click on Refresh on the upper left corner.

To open virtual machine’s console, click Console on the Summary page, or click on the
Console button on the virtual machine panel to enter the following page.

[0 Suspend [] Shut Down () Power Off () Reset (=) CD/DVD Drive v [ Edit & Hot Keys v T Full Scree]

F are not installed on this virtual machine. Install Now

Press Ctrl+Alt+Delete to sign in.

3:45

On the above page, you can perform the following operations: Start, Suspend, Shut Down,
Power Off, Reset, CD/DVD Drive, Edit, Hot Keys, Full Screen, Refresh.
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[0 Suspend [ Shut Down (1) Power Off () Reset /DVD Drive v [# Edit & Hot Keys v T Full Screen

Hot keys lists combinations of commonly-used keys.

go Hot Keys v T Full Screq

o R -

A

+

+

Al
Ctrl B Space

Ctr

B S hift

+

Crl]
Win
Wyin

+

aaa.lﬁﬂ
[y

z
+

™ Full Screen . _ _ _
- Full Screen to have console of the virtual machine displayed in full screen,

click Full Screen. To exit from full screen, you may click Exit.

Ifthe console encounters error, you may click Refresh.

To power onvirtual machine, you may click Power On.

To shut down virtual machine, you may click Shut Down.

To suspend virtual machine, you may click Suspend.

To take snapshot of virtual machine, you may click Take Snapshot.
To back up virtual machine, you may click Backup.

To edit virtual machine, you may click Edit.
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On the Summary page, you may perform the following operations by clicking More: Power
Off, Reset, Clone, Migrate, Migrate to VMware vCenter, Migrate Across Clusters, Export,
Repair Disk, Deploy VM, Convert to VM, Convert to template, as shown below:

Power Off

c

Reset

&)

!
&
&
&
[

Clone
Migrate
Migrate to VMware vCenter

Migrate Across Clusters

A

)
Y

If VMware vCenter is not added to Sangfor HCI platform, the option Migrate to VMware
vCenter will not be displayed.

A virtual machine can be migrated to another node or another datastore.
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Migrate VM b4

o Select Location Type o Specify Dst Location

Current Location Dastination Lacation
Datastore: VirtualDatastore1 v Datastore: VirtualDatastore1 v
Storage Folicy 2_replica v Storage Palicy <Use original storage poli v
Current Node: 192.200.19.18 v Destination Mode: 192.200.19.18 v

Q Wirtual machine could gain optimum perfarmance if destination node 15 in the virtual datastore [VirtualDatastore1).

Current Location: Displays the current datastore and node of the virtual machine.

Datastore: Indicates the datastore where virtual machines is stored.

Storage Policy: Indicates the number of replication.

Current Node: Indicates the node where virtual machine resides.

Destination Location: Displays the destination datastore and node.

Destination Node: Indicates the node where virtual machine resides.

Datastore: Indicates the destination datastore. For virtual machines that have been
mounted any physical disk, migration to another datastore is notallowed before the physical
disk is removed.
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Which destination datastore can be chosen depends on destination node. If the destination
node is Auto, destination datastore can only be a shared datastore. If the destination node
is specified, destination datastore canonly be alocal disk onthat node, or a shared datastore.

2.2.1.11.1 Migrating Physical Machine

Sangfor Converter is designed for easy and quick migration of physical machines along with
their operating systems and business to virtual machines managed by Sangfor HCI platform.

Migrate Physical Machine with SANGFOR Converter X

Introduction

SANGFOR Converter is designed for easy and quick migration of physical Windows machines along with

their operating system and business, to virtual machines controlled by SANGFOR aCloud.

Download SANGFOR Converter onto your local disk, launch the executable file and click on VWirtualize this

physical machine.

Daownload SANGFOR Converter 6.0.1_EN Build 20200117

] 2

To download Sangfor converter, click Download Sangfor Converter and you will be
redirected to the following page:
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8<y SANGFOR aCloud
-a)

Home Compute Networking Storage Nodes Reliability

Service and Tech Support Download

SANGFOR aCloud Software SANGFOR Converter

SANGFOR aCloud SANGFOR Converter

Download ISO Image: For Windows-Based Server: For Linux-Based Server:

@ Update Serverin USA (@ Update Server in USA @ Update Serverin USA

(@ Update Server outside USA (@ Update Server outside USA (@ Update Server outside USA

Requirements for physical servers:

CPU: 64bits

Memory: >=2GB

Disk: All supported except fordynamic disks
NICs: >=1

0OS: 32-bit or 64-bit Windows XP/7/2003/2008/2012, Linux (Kernel version 2.6.18 and
later)

2.2.1.11.1.1  Converting Windows-based Server toVM

Download and install Sangfor Converter on Windows system, and then launch it. Select
Virtualize this physical machine and click Start Now.
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Sangfor Converter

Sangfor SDDC Conversion Tool

Choose the node on which primary Sangfor SDDC controller
resides

If the node is not found below, enter IP address and password manually.

?Credentials

BE HE O

172.28.121.16 172.28.121.19

Back Next
BN K

On the following page, select Cold migration or Live migration,

tde Sangfor Converter

Sangfor Converter

How would vou like to migrate the physical server?

‘@ Cold migration

The physical server should be powered off before migration, How long dices migration
takes is subject to the data transfer rate and available space of the destination disk.

_ Live migration

This converts the physical server to a virtual machine managed via the Sangfor aCloud
controller, During the process, the physical server could be running and available, but will
not sync the new data to the WM, This way of migration is not recornmended for businesses
sensitive to data,

e i

Select a target node. Target nodes on a same subnet as the physical server to be migrated
will be discovered automatically, To migrate physical server to a node which resides on a
different subnet, you need to add that node first by clicking [+] and entering username and
password.
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A

The target node must be reachable from the physical server to be migrated. If there is a
firewall appliance between them,access to that target node from that physical server must
be allowed. Only the cluster controllers residing on a same subnet as a physical server to be
migrated will be discovered.

2de Sangfor Converter

& » Sangfor SDDC Conversion Tool

Choose the node on which primary Sangfor SDDC controller
resides

If the node is not found below, enter IP address and password manually.

<ZCredentiaIs Q
172.28.121.16 172.28.121.19

Back Naxt
Bl K

Configure the virtual machine to which the physical machine is converted, as shown below:
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Sangfor Converter

Sangfor SDDC Conversion Tool

Virtual Machine

Name: |V|\,11

.: : Datastore: |FC-1_2T
.A. Run on Node: | 172 28 121 19

<

<

w~ Group: | Default Group i
Configuration | Advanced |
Low Processor: 1 core(s])
Typical Memory: 4GB
High Disk: IDED 40 GB

e NETO bridged to 2221

N T

Configure processor and memory according to the need foryour business system.

Disk cannot be configured. System will assign disks and disk size according to business
system.

You can add or delete NIC according to the need foryour business system, and select a virtual
switch to connect.

After the virtual machine is configured, you will enter the following page to confirm
configurations. Then, click Install.
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J<e Sangfor Converter

Sangfor SDDC Conversion Tool
Confirm
Mame: Migrated_win7
Storage: Duatastare_2_copy ]
rorking Location: Mode 1
Group: Dafault Group
Frocessor: & core(s)
Merary: BGE
Disk: IDEOD 200 GB
Drisle: IDEL 200 GB
MIC: METO FastlC bridged to Demo
Enable High Availability: Disabled
Default disk: Dnsk: IDED
Fower on at host startup:  Disabled
High priority: Disabled L
Disk write Caching: Disabled

After installation of Sangfor Converter completes, you need to select an operation which will
be performed upon migration completion. To see the migration process, log in to Web admin
console of Sangfor HCI platform.
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Sangfor Converter

Sangfor SDDC Conversion Tool

Installation completed

Migration may start after reboot, and progress is available on the
Sangfor SDDC web admin console.

Upon Migration Completion:

® Power off physical machine, power on virtual machine, the latter
picks up the work

(& Keep physical machine powered on, all later changes not synced
to virtual machine

(0 Both physical machine and migrated VM are powered off

Note: Please unplug U disk and remove CD before reboot, not let the system boot

from U disk or CD.
Restart and Migrate Restart Later

e Make sure that only one of the physical server and virtual machine is powered on and NCI
address of that virtual machine is modified after migration is successful.

e Intermittent lose of network connection during migration is allowed, but not supported
if the corresponding program on client and server side is closed.

e Ifmigration fails due to uncertain factors(e.g,, power outage, etc.), physical server being
migrated can go back to its operating system by restarting it.

2.2.1.11.1.2  Converting Linux-based Server toVM

Insert the USB drive that Sangfor HCl software image file is written to, into a physical server

running Linux, boot the system from that USB drive, and select Migrate physical server to
VM with P2V.
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sangtor aGloud Platforn

Install Sangtoy aglond on this nachine
Higrate this nachine to sangtor aCloud

Replace Sysdisk Install Sangfor aCloud on this

Press Enter to boot or Tab to edit option

Network configuration is required before performing migration. Select a physical network
adapter for the current node, for the purpose of communication with the destination node.
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Helcome to Sangfor Converter

Hetwork Configuration

Select> {Cancel >

Configure an available local IP address, netmask and gateway for the physical network

adapter, and enter IP address of the destination node. Make sure the server to be migrated
can access that destination node.
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HWelcome to Sangfor Converter

Network Configuration for eth
Please configure interface:

Local IP Address: pilolole oo ot 3
Netmask : 5 .255
(EER O ETT T (0, 100 . 164 . 254
Cluster Primary IP: :lafolsinouics iok

< Back >

After specifying the above fields, the migration program will verify whether the currentnode
and the destination node can communicate with each other. If not, it will be redirected to the
network configuration page for you to make some changes, if so, click OK to proceed.

The following page will display if network communication succeeds, indicating that the node
gets ready for migration. (The Installer login is for the purpose of debugging in case of
migration failure)
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Please access the address below to start migration:
https 77172 .200.200.120

To view migration tasks, log in to Web admin console of Sangfor HCI platform and click
Convert to VM in Home.

Compute Networking Storage

On the following page, you will see migration tasks and physical machines waiting for

88



migration. To migrate a physical machine, you need to click Migrate to enter the Destination
VM page and configure destination virtual machine.

Migrate Physical Machine with Sangfor Converter *
The following nodes are being migrated Download Sangfor Converter{ windows |, linux )
Status IP Address Migrated VM Name Operation
G) Progress 0%, Estimating how long itwill ...  Details 100.100.164 243 tao Cancel

Make relevant configurations, including VM name, datastore, run on node, hardware
configurations, etc, as shown below:

MNarne:

.%;,' Group: Default Group h
L Tag: Select E

= HA: Migrate Wi to another node if the node fails  HA Settings
Datastore I1SCS] v
Run an Node: <Auto> h
Guest O5: Select which type of O to install.. v
High Priority: [ Guarantee resources far Y operation and recovery (1)

Standard: LT - g Cores: 8 core(s)

Processar 8 core(s)

- liemary 16 GB Yirtual Sockets: 1 ~

= Disk 1 120 GB Cores Per Socket o v
CcD/DYD Mone -

° [v] Enable MUMA Scheduler (1)

- etk "nnnecrted T FAned

“ ‘: E”-“:.Ell

After making the above configurations, start migration.
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Migrate Physical Machine with Sangfor Converter b4

3 Refresh The following nodes are being migrated Download Sangfor Converter{ windows | linux )
Status IP Address Migrated VM Name Cperation
G) Progress 0%, Estimating how long itwill ...  Details 100.100.164.243 tao Cancel

A

e Conversion of physical machine is supported by Sangfor HCI3.3 and later versions.
Sangfor conversion tool for Windows based server is a separate .exe file; forLinux based
server, that tool is integrated into Sangfor HCl software.

e The progress of migration depends on physical network bandwidth and disk 1O
performance of the host having Sangfor HCI software installed.

e Itisrecommended that physical network bandwidth should be 1 GBps at least.

e Since migration will affect disk performance of the host having Sangfor HCI software
installed, it is recommended to perform migration when business system is not busy and
ensure that number of migration tasks is less than 3.

e Storage capability of Sangfor HCl platform should be larger than the used space of disk
of the physical machine to be migrated, or else migration will fail.

2.2.1.112.2 Migrating VM to VMware vCenter

Powered-on virtual machines on Sangfor HCl platform can be migrated to VMware vCenter
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Migrate Virtual Machine from SANGFOR aCloud platform to VY\Mware vCenter X

Current Location: SANGFOR aCloud Destination Location: Yhware vCenter
W Mame: Intern_HG WWAND_acmp-6347 Wh Mame: Intern_HG WAND _acmp-6947 (2
Group: Diefault Group v vCenter: wCenter v
Datastore: YirtualDatastore 1 v Group: veenter/CTl ESHiDiscavered v
Storage Policy: 2 replica v Datastore: datastore v
Run on Mode: 192.200.19.18 v Run on Mode: wcenter/CTI ESXIWS92.200.19.5 w

[V Auta shut down the migrated virtual machine in SANGFOR aCloud to complete migration
This will hawve the virtual machine power off automatically before migration completes to have the new changes synced to the dest
ination location. If you do not want the virtual machine to power off at unexpected time and interrupt the services being offered vi
a that virtual machine, do not select this option. You may power off the virtual maching manually when migration completes.

Auto power on the virtual machine in viiware vCenter upan migration completion

Before migration, you need to specify the fields under Current Location and Destination
Location. Whether to select the options Auto shut down the migrated virtual machine in
Sangfor HCI to complete migration and Auto power on the virtual machine in VMware
vCenter upon migration completion depends on your own needs.

Auto shut down the migrated virtual machine in SANGFOR HCI to complete migration:
This will have the virtual machine power off automatically before migration completes to
have the new changes synced to the destination location. If you do not want the virtual
machine to power off at unexpected time and interrupt the services being offered via that
virtual machine, do not select this option. You may power off the virtual machine manually
when migration completes.

After configuring relevant fields, click OK to start migrating virtual machine and you will see
the migration process. You can also view migration progress and more details in tasks, as
shown below:

Status Src VM Run on Node Working Da... Wi Mame Run cn Node Datastore Ope..

@ 0% Details WANO-WINT 192.168.19....  datastorei WANO-WINT-test =Auto= Datastore_2 ¢...  Cancel

2.2.1.11.3 Migrating VM Across Clusters
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This feature enables virtual machine to be migrated to a different cluster.

Live Migration

7 Refresh 5 console [> Power On Take snapshot  [51 Backup [# Edit

Clone
Migrate
Migrate to VMware vCenter

CPU Usage Memory Usage Disk L-sh
0 - 0 - 18 «

Migraie Across Clusters

Export

O
=
=
3]
L

H

Deploy VM

2.4 GHz X 8 core(s Total: 30 GB E  cConvert to template
Free: 24.61 GB

Andthen

Migrate VM (Yong-Centos) Across Clusters X

o Cluster o Datastore and Node o Metwork Settings

Cluster IP: 192

Passward:

Cluster IP: Specifies IP address of destination cluster.

Password: Specifies admin password.
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Migrate ¥YM (Yong-Centos) Across Clusters X

o Cluster o Datastore and Node o Network Settings

Current Cluster (182 .200.18.20) Destination Cluster (192.168.20.2)
Datastore: VirtualDatastore 1 v Datastore: ISCS v
Storage Policy: 2 replica v Node: 192.168.203 v
MNode: <ALto= v

|:| Pawer an virtual machine upon migration campletion
|:| Max rnigration rate MB/s

() The virtual machine will he powered off autornatically

Reboot upon migration completion: It is applicable to cold migration only.

Max migration rate: Specifies the maximum migration speed. The minimum is sMB/s and
the maximum is 2000MB/s.

After specifying destination datastore and node, click Next to configure network.
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Migrate VM (Yong-Centos) Across Clusters X

o Cluster o Datastore and Node o Network Settings

_ M Enahled

. cthi Disconnected i T |£|
Advanced

Adapter Model: v

MAC Address: FEFCFE2414DA £

_ I: ot |

Enabled: Ifit is selected, it indicates that the specified virtual network adapter is enabled.
Connected To: Specifies an edge or a virtual switch to be connected to the virtual machine.

AdapterModel: Specifies the adapter model. Options are Realtek RTL8139 and Intel E1000.

MAC Address: MAC address can be automatically generated or manually specified. MAC
address examples: 00-11-22-33-44-55, 00:11:22:33:44:55. MAC address will be changed after
the migration operation completes and you may edit the MAC address if you do notwant the
MAC address to be changed.

%
The virtual machine will be powered off automatically and added into the default VM
group.

Cold Migration
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Migrate VM (Yong-Centos) Across Clusters X

o Cluster o Datastore and Node o Network Settings

Current Cluster (182.200.19.20) Destination Cluster (192,168 20.2)

Datastore: VirtualDatastore 1 v Datastore: |1SCS) AV
Storage Policy: | 2 replica v Mode: 1921682032 v
MNode: <Altos v

E Power an virtual machine upon migration completion
E Max migration rate MBS

) The virtual machine will be powered off automatically

Cancel

Other configurations are the same with that of live migration. You may refer to the Live
Migration section.

2.2.1.12 DeployingVM

Generally speaking, a VM template is a virtual machine which has been configured, and can
be used to deploy multiple virtual machines with the same configurations. The difference
from cloning VM is that disk files will not be replicated when a virtual machine is deployed
from atemplate. What's more, changes made to template will be saved to de virtual machine
incrementally.

Deploy VM: Only the virtual machine converted to template can be used to deploy virtual
machines. Disk settings of the virtual machine after being converted to template cannot be

changed any more. You may deploy new virtual machines when converting a virtual machine
to template. Deployed virtual machines have the same configurations as that of its template.
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Deploy YM From Template (windows10-template_Primary cluster_3d884aa3_CTI Test_46407801) *

Based on this virtual machine, deploy news virtual machines from template. Fead More

Name wilndowes 10-template_Primary cluster_3d884aa3_CTI Test_48407801
‘.‘f‘ Whs
LR Group: termplate v
= HA: [ Wigrate to anather node if the node fails HA Settings
Diatastore VirualDatastore 1 hd
Storage Policy: hd
Run on Mode: EFT o A
Private Disk Configuration Advanced

[ Create Private Disk

SIZe:

Name: Specifies name of the deployed virtual machine(s).

Name of the deployed VM depends on the Name and the number of virtual machines. For
instance, name of VM is name and number of virtual machines is 2, then names of the two
new virtual machines are name_ooo1 and name_ooo2respectively.

Migrate to another node if the node fails: If this option is selected, deployed virtual
machines will be automatically migrated to another node if the working node fails.

Datastore: Specifies a datastore where configuration files of deployed virtual machines are
stored.

Working Location: Specifies a node where the deployed virtual machines resides.

Create Private Disk: You may create a private disk and assign a specified disk size to each
deployed virtual machine.

After deploying virtual machine from template completes, go to VM template Summary
page and click the number next to Deployed VM(s) to enter the following page to view
deployed virtual machine.
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2.2.1.123 ConvertingVM TemplatetoVM

You may convert aVM template to an ordinary virtual machine. Before converting template
to VM, template must be powered off first. To convert template to VM, make sure that
template is powered off. If it is powered on, click Power Off or Shut Down and select More >
Convert to VM onthe Summary page, as shown below:

Permissions Alarms

Snapshot Backup/CDP

[5] Backup  [# Edit

Throughput ¥ | CPU | Memory | 10 Spd

Clone

O
& Migrate
_— & Migrate to VMware vCenter
Disk Usage ] Migrate Across Clusters
[* Export
7 -

FH Deploy VM

Tital 250 GE %  Conver to VM

Free: 232.2 GB B

2.2.1.14 ConvertingVM to Template

A virtual machine can be converted into template so that it can be used as a template to
create multiple virtual machines. Before converting virtual machine to template, make sure
that VM is powered off; if it is powered on, click Power Off or Shut Down and then select
More > Convert to template onthe Summary page, as shown below:

& Take Snapshot  [2] Backup [# Edit More v

Throughput ¥ | CPU | Memory | 1O Spd

[ Clone
[3» Migrate
[+ Migrate to VMware vCenter
Dizk Usage ] Migrate Across Clusters
[# Export
%
23 5
FH Deploy v
Total: 85 GB
Free: 65.73 GH

Convert o Template
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Status: Displays the following information about virtual machine: CPU Usage, Memory
Usage, Disk Usage, Throughput, CPU, Memory, 10 Speed, IOPS.

CPU Usage: Displays CPU usage of virtual machine. On the right side, you may view CPU
usage in the last hour or last 24 hours.

Throughput ¥ [ CPU | Memary | 10 Speed ¥ Last 24 Hours
100%

CPU Usage Memuryb Disk Usage
16 19 - 13+

24 GHz X Bcore(s) Total: 8 GB Total: 340 GB
Free: 6.46 GB Free: 28511 GB

0%
1750 18:00 1810 1820 1830 1840 15850

CPU Usage 4%

Memory Usage: Displays the total and free memory size respectively, as well as memory
usage. On the right side, you may view memory usage in the last hour or last 24 hours.

Thraughput ¥ | ©PU [ Memory | 10 Speed ¥ Last 24 Hours

9.31G8

CPU Usage Memuw® Disk Usage 6.98GE

]6% ]9% ]3% 4.66G8

2.33GE

2.4 GHz X8 core(s) Total: 8 GB Total: 340 GB

Free: 646 GB Free: 295.11 GB o8

1800 1818 18:30 1845

Used 1.5 GBR — Total 8 GB

Disk Usage: Displays the total and free disk size respectively, as well as disk usage. On the
right side, you may view disk 10 speed and IOPS.

[ Throughput ¥ | <PU | Memory [10 Speed ¥ Last 24 Hours
. ~ 75KB/5
CPU Usage Memnryb Disk Usage
S0KB/s
[ 19 » 13 # s !
25KB/s 03*14*2?2019.1400
@ |0 Write Speed: 8.03 KB/s
2.4 GHz X B corels) Total 8 6B Total: 340 GB ! T
Free: 648 GB Free: 285 11 GB
0B/s
18:.00 18158 1830 18:45
10 Read Speed 0 /s — IO Write Speed 47 KRB/s
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Throughput: Displays overall throughput.

I Throughput ¥ I CPU | Memary | IO Speed W Last Hour | Last 24 Hours
Ekbps

4k bps

05-14-2020 17:57:00
2Kbps Inbound: 905 bps
CObps
15:00 1815 1830 15845
Inbound 1.3 Kbps — Outbound 990 bps

Throughput(pps): Displays inbound and outbound packets per second.

Throughput {(pps) ¥ H CPLU | Memory | D Speed W Last Hour | Last 24 Hours

3Ipps

2pps

03-14-2020 17:52:00
® Outbound: O pps

l

Opps

18:00 1815 18:30 1845

Inbound 0 pps — Outbound 0 pps

The Basics & Hardware Configuration section displays basic information and hardware
configuration of virtual machine. Basic information includes VM Name, Description, Group,
Datastore, Storage Policy, Run on Node, Current Node, Scheduling policy, Guest OS,
vmTools, High Priority, Power on at host startup, Enable memory reclaiming, Boot Order,
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Uptime.

WM Name:
Description:
Groug:

Datastare:
Storage Policy:
Run on Node:
Current Node:
Scheduling Palicy
Guest OS5:

v Tools:

High Priority:

Mermary Reclaiming
Eoot Order:

Uptime

Power on at Host Startup:

Yong_WinServer2018
Ediit

Yong
192.200.19.18;182.200.18.19

2 replica

<Prefer to run on 192.200.18.18>

1822001918

Windows Server 2016 B4 hit
running  Reinstall
Disabled

Disabled

Enabled (£.63 GE reclaimed)
Disk 1->CDOVD

3 days 2 hrs 37 mins § secs

b [@ Processor 8 core(s)
w Memary 8GB
| = Diski 100 GB
| = Disk2 120 GB
| = Disk3 120 GB
© coovo! CDIDVD Drive: AvirtualDatastore 1fisofen_windows_server 2018 x64_dvd_9718

I wm ethO Connected To: Switch0425, IP address: 10.123.123.10

2.2.1.15 Taking Snapshot

There are 2 types of snapshot starting from version 6.0.1.

a.

Storage based snapshot

Description: Storage based snapshot with ROW mechanism. This is the default

snapshot method for cluster starting from version 6.0.1 for 3 nodes and above
environment.

The maximum number of storage based snapshot can be take is 128.

Up to 128 snapshot can be taken for storage based snapshot.

Features:
1. Reduce the impact to the performance after taking a snapshot.

2. Space occupied by the snapshot can be release after deleted the snapshot.

Requirement: To support storage based snapshot, the following requirement must
be fulfill.

1. Version 6.0.1 and above.

2. 3 nodes and above cluster.

3. VMis running in virtual storage.
Virtual disk based snapshot

Description: Qemu based snapshot with COW mechanism. This snapshot will be use
for 2 nodes cluster or VM that running on external storage.
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Onthe Snapshot page, you can view the snapshots you have taken and create new snapshot.

To create a snapshot, click Take Snapshot.

C' Refresh [& Take Snapshot £¥ Snapshot Policy

Snapshot

Snapshot Policy: Not configured

Current 5

Take Snapshot

W: Yong_WinServer2016

Narme: 2020-03-14_19-14-01

Description:

Backup/CDP Permissions

On the above page, specify Name and Description. Then, click OK.

After a snapshot is created, you may click on the snapshot name and then a dialog pops up,

as shown below:

Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) |
101

E.: tech.support@sangfor.com |

W.: www.sangfor.com



Marme: 2020-03-14_19-08-45
Description: -

Type: Sirtual Disk Based Snapshot
Size: -

Datastore: WirtualDatastore1

Time Created: 2020-03-14 19:07:07

[Z Edit T7 Delete ‘L) Recover [ | Clone

To modify the snapshot name and description, you may click Edit.

To delete the snapshot, you may click Delete Snapshot. Snapshots cannot be recovered
once deleted. It requires admin password to confirm the operation.

To clone avirtual machine from the snapshot, you may click Clone.

To recover virtual machine from snapshot, you may click Recover. The virtual machine is
running, but will be powered off before being recovered. Please power it on manually after
recovery.

Take a snapshot prior to recovery: Once it is enabled, though the changes made since the
previous snapshot will get lost, this snapshot is inevitable in case of recovery failure.
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Recover X

Are you sure that you want to recover it to the state at the time point (2020-
03-14_19-06-46)?

+ The virtual machine will be restored to the time point of the selected snapshat. Please make sure yau
have created snapshots or backups for data aof the virtual machine, atherwise unprotected data will get
lost.

« irtual Machine(Yong_WinServerZ018) is running. It will be shut down before recovery.

[ ]Power on virtual machine upon recovery completion
[v] Auto-take a snapshat before recovery

Enter passward of admin to confirm this operatian:

Fassword ‘

-

To make snapshot before recovery, you may tick the option Auto-take a snapshot before
recovery

Consistency group snapshot

Consistency group snapshot is the feature which allow user to add multiple VM into a
consistency group and take snapshot at the same time.

Asingle consistency group has restricted the number of vm disk which the maximum number
of disk is 64.

Consistency group snapshot will only process for the virtual disk that running on virtual
storage.

Navigate to consistency group snapshot setting under Reliability > Snapshots >
Consistency Group.

% SANGFOR aCloud

Home Compute  Networking Storage Nodes @ Health Check

Reliability > Snapshots. VM Snapshots Consistency Group | ESHELEQdEe]

C' Refresh @ New Consistency Group R T e i

Snapshots Resource Scheduling

Add Oracle-RAC VMs or multiple VMs running the same business system to a consistency group to create snapshots for all VMs in the d Automated Hot Add

O Consistency Group Name Description Vs Snapshots Snar} VM Scheduling

Resource Reservation
[0 test - 2 2 4

UPs

In the Consistency Group tab, you can perform the following:
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Reliability > Snapshots VM Snapshots Consistency Group Snapshot Policy

C' Refresh @ New Consistency Group Wl Delete Consistency Group Bl Clone Group & Take Snapshots '® Recover Wl Clone from Snapshot

Add Oracle-RAC VMs or multiple VIMs running the same business system to a consistency group to create snapshots for all VIMs in the group at a time to guarantee data consistency.

Consistency Group Name Description VMs Snapshots Snapshot Size Latest Snapshot Snapshot Policy Operation

™
I M test - 2 2 9464 GB 2020-05-04 14:00:21 - Edit

New Consistency Group: Create a new consistency group with selected VM

New Consistency Group X
Narme: ‘ Oracle RAC
Description:
Virtual Machine: Available Selected
D VM Name Size Datastore Snapshot Policy VM Name Remove

O = Virtual Machine

O

+

No data available
O
O
1 M M

“ Cance'

Delete Consistency Group: Delete the selected consistency group. Required to enter admin
password to proceed.

Clone Group: Clone the VM inside the consistency group and create new consistency group
with the cloned VM.

Take Snapshots: Take snapshot forthe selected consistency group.
Recover: Recover snapshot forthe selected consistency group.

Clone From Snapshot: Clone VM from the selected snapshot.

Schedule Snapshot policy

Schedule snapshot policy allow user to take a snapshot and cleaning up the snapshot
periodically forsecurity purposes as well as saving the storage space.

User can configure schedule snapshot policy to take snapshot for the VM periodically under
Reliability > Snapshots > Snapshot Policy.
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Reliability > Snapshots VM Snapshots Consistency Group |[ESHETERSIY

C Refresh @ New Snapshot Policy £¥ Advanced

In snapshot policy tab, you can perform the following action.

New Snapshot Policy: Create new snapshot policy by selecting VM/Consistency Group,
Schedule, Retention Options and specify the policy name.

New Snapshot Policy b

o Select Object o Schedule Snapshot o Policy Name o Finish

) If a snapshot policy has associated with the selected VM or consistency group, it will be replaced with this new policy.

I Applicable Object: (@) Virtual machine () Consistency group (applicable to Oracle RAC) I

Awailable Selected
GrQup Ve Q I
] VM Name Size Snapshot Policy VM Name Remove
O = Virtual Machine - = Virtual Machine
=
|
]
1 M+ e
=n
New Snapshot Palicy X

Q Select Object o Schedule Snapshot o Policy Name o Finish

|Schedule: OWeekIy @Daily OHuurIy |

|'I'|me Every day | 00:00 v |

Merge earlier snapshots as follows to free up storage space

» Retain all snapshots taken in recent 7 day(s).
* Retain 5-7 recent snapshots, and merge earlier snapshots

| Retention Options I
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New Snapshot Policy X

Q Select Object 0 Schedule Snapshot 0 Policy Name o Finish

Name: Schedule Snapshot
Description:
Snapshot Interval: Daily(Every day, 00:00)

Consistency Group Snapshot Policy: No

Back “ Cancel

Delete: Delete the selected snapshot policy.

Enable: Enable the selected snapshot policy.

Disable: Disable the selected snapshot policy.

Take Snapshot: Take snapshot for the VM in the snapshot policy.

Advanced: Configure the Threshold forthe storage which will stop the schedule snapshot.
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Advanced X

Snapshot will not be created as scheduled upon reach of threshold:
Virtual Datastore Usage Threshold

VirtualDatastore1 80 %

Lo

2.2.1.16 Configuring Backup/CDP

Continuous data protection(CDP) is real-time backup which can log every disk 10 activity of
a virtual machine. It enables administrators to restore virtual machine to any point in time
and view or download file created at any point in time, which helps alot in case that virtual
machine encounters file deletion by mistake, virusinfection, system crash, data damage, etc.

Alarms

Backup/CDP Permissions

Summary Snapshot

(5 Backup £33 Seftings

Time Range: Three days v  2020-03-14 2104 5o 2020:0314 210 04 v“ » Backup 1 10 Activities

Scheduled Backup
Mo backup is found. I activities cannat be displayed

03-12 00:00 03-12 1600 03-13 08.00 03-14 0000 03-14 1600

No backup file is available. Please enable the Scheduled Backup Policy for it.

Scheduled Backup
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On the toolbar, there are Refresh, Scan New Backups, Backup, Settings and Start CDP, as
shown below:

3 Refresh ¢ Update Logs  [2] Backup £33 Settings | O

To refresh the page, you may click Refresh.

To check whether there are new backups, you may click Update Logs.

To create backup for the virtual machine, you may click Backup.

Create Backup X
Description:
Working Datastare Destination Diatastore
v VirtualDatastore 1 W

If the above datastores are the same, VWM cannot recover when the current datastore fails.

If wirtual machine is shut down or restarted during backup, its backup task will be terminated.

Add Backup Palicy, to set periodic backup and archive for Whis. _
@

e IfCDPis enabled, the destination datastore is that you have specified in CDP policy and
cannot be specified manually.

e Ifthe above datastores are the same, VM cannot recover when the current datastore fails.

To specify backup method and backup policy, click Settings. Asfor backup method, options
are Scheduled and Continuous(CDP). For details, refer to 2.6.12.1 Sangfor Backup Policy
section.
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Backup Settings X

Type: (@ Scheduled () Continuous (COP)

Backup Policy: testzbackup_acmp-0fa3 o Add Mewy Policy

., For ¥Ms not associated with any backup palicy, they will associate with default backup
policy. To naot back up a specific virtual machine, simply disable the corresponding
hackup policy. If wirtual machine is shut down or restarted during backup, its backup

task will be terminated.

Backup Settings X
Type: (O) Scheduled (@ Continuous (COF)

Backup Policy: SC backup test v New COP Palicy

|2 Activity Log

Repository: ISCS| v

Max I Activaity Log 300 GE

Size:

., For %Ms not associated with any backup palicy, they will associate with default backup
policy. To nat back up a specific virtual machine, simply disahle the corresponding
backup palicy. If virtual machine is shut daown or restarted during backup, its backup

task will be terminated.

%
ForVMs not associated with any backup policy, they will associate with default backup policy.
To not back up a specific virtual machine, simply disable the corresponding backup policy.

Start CDP: To start CDP, click Start CDP, only support when the backup method is
Continuous(CDP).

When CDP policy is enabled and CDP is started for virtual machine, the CDP icon is green on
the VM panel. If the CDP policy is enabled yet CDP is not started, the CDP icon is gray, as
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shown in the following picture.

05 Is Not Installed

CDP can be started only when virtual machine is powered on and associated with a CDP
policy. Template and virtual machines deployed from template do not support CDP.

The left panel displays backup policy, backup method and CDP information, as shown below:
Backup Policy

qq : Enabled

Scheduled Backup
Pericdic: Every 1 hour(s)
Used Space: 0 B

COP

Status: ® Stopped

vity Logs Retentio
ity Logs Retention 1d

10 Log Repository Usage:

I O

Backup Policy: It displays the backup policy that has been selected and its status.

Scheduled Backup: It displays backup method and used space.

CDP: It displays status of CDP, IO Activity Logs Retention Period and 10 Log Repository
Usage. Status of CDP includes Not configured, Starting, Synchronizing, Started, and
Stopped, etc.
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CDP

Status: 5= Syncing

10 Activity Logs Retention

Period: id

10 Log Repository
I -

2.2.1.16.1 Viewing |O Activities

As for Period, option can be Last Hour, Last 2 Hours, Last 6 Hours, Last 24 Hours, Three
days, One week, All and Specified.

Time Range: Three days ~ | 2020-03-14 210 26 5 10 2020.03-14 7136 5 Go » Backup . 10 Activities
Last Hour

Last 2 Hours
Mo backup is found. 1O activities cannot be displayed
Last & Hours
Last 24 Hours
Three days
03-12 00:00 03-12 16:00 03-13 08:00 Q3-1400:00 03-1416:00
One week
All

Specified

2.2.1.16.2 Viewing Backup Details

It displays backup details, including Time, Type, Used Space, Datastore, Description,
Backup Lock, and Operation.

[E Expand All := Collapse All

D Time Type Used Space Datastore Description Backup Lock Operation

[l L. 2020-03-01 16:15:33 Backup 20.36 GB VirtualDatastore1 - Enabled Erowse Files  Recover More

Expand All: To display all the 10 activity logs, click Expand All.
Collapse All: To hide 10 activity logs, click Collapse All.

Delete: To delete one or more backups, select the backup(s) and click Delete. Once backup
is deleted, corresponding IO activity logs will also be deleted for they are dependent on
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backup(s). Backups cannot be recovered once deleted. Enter password of the current
username to confirm operation:

To display 10 activity logs, click ¥ Tohide 10 activity logs, click 4

Time: Displays time that a backup or 10 activity log is created.

Type: Displays backup type, Backup or 10 activity log.

Used Space: Displays space used by backup or 10 activity log.

Datastore: Displays datastore where backup or |0 activity log is stored.
Description: Displays backup description. To edit description, click

Backup Lock: To enable backup lock, click on . To disable backup lock, click on

Operation: For Backup, operations can be Browse Files, Recover, Delete and Clone. For IO
activity log, operations can be Browse Filesand Recover.

¢
Asfor details of browsing files, see the Browsing Files section. For details on how to recover

virtual machine, see the Recovering Virtual Machine section. For details on how to clone
virtual machine, see the Cloning Virtual Machine section.

You may select a backup or IO activity log created at any time point and download the
corresponding backup file. This operation will be logged so as to ensure data security.

Click Browse Filesto enter te following page:
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Message X

Are you sure that you want to view file
directory of this virtual machine?

To ensure data security of guest operating systemn, file browsing

activities will bhe logged to Tasks.

If you want to perform power-on or migration operation when file
iz being browsed, close the Browse Files window to not affect
CDOP service.

Confirm

To ensure data security of guest operating system, file browsing activities will be logged to
Tasks.

If you want to perform power-on or migration operation when file is being browsed, close
the Browse Files window to not to affect CDP service.

As for Linux-based virtual machines, backup files cannot be browsed or saved.

Click OK to enter the following page to select partition, select one or more files, click
Download File to download file to local disk, as shown below:

View File X
= Allg2y O File Name Date Type Size
E Partition(1) (2) L ow
: Boot(24)
[l - BCD 2018-03-03 11:13:00 file 24 KB
: System Volume Informaticn
Pariiion2) [l . BCD.LOG 2018-03-03 11:13:00 LOG file 21 KB
O . BCD.LOGA 2018-03-02 09:06:16 LOG1 file
[l . BCD.LOG2 2018-03-02 09:06:16 LOG2 file
O . BOOTSTAT.DAT 2018-03-02 09:06:16 DAT file 54 KB
O ts-CZ 2018-03-02 09:06:16 Folder
[l da-DK 2018-03-02 09:06:16 Folder
1 de-DE 2018-03-02 09:06:16 Folder
[l el-GR 2018-03-02 09:06:16 Folder
O en-US 2018-03-02 09:06:16 Folder
[} —n ANAn AN AN AaLae .. [ P, -
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Browse Files X

Sosr o T

= AI(1E) [ File Name Date Type Size
= : Partition (1) (3) R Q Up
Boot
E . tracking.log 2019-08-27 02:40:11 LOG file 20KB

Recovery

System Volurme Information
[ Partition (2,
Partition (3) (Not supported file systermn ...
Partition (4) (Mot supported file systern
Mot supported file system
Partition (6) (Mot supported file system

Partition (7,

(
(
(

Partition (5,
(
(7) (Not supparted file system
(

)
1
1
1 (
] (
b
Partition (8) (Not supported file systermn ...
Partition (3) (Not supported file systermn ...

Partition (10) (Mot supported file syste

Partition (11) (Mot supported file system

You may go to Tasksto view relevant logs, as shown below:

Details b4
Status: Completed

Action: File download audit

Start Time: 2020-03-14 23:38:453

End Time: 2020-03-14 23:38:53

Username: admin( 192 200194 )

MNode: 192.200.19.19

Chject Type: virtual machine

Chject Ky _server2012

Description: Save System volume Infarmation as System volume

Informationftracking log

2.2.1.17 RecoveringVirtual Machine

You may recover virtual machine from any backup orany 10 activity log. Virtual machine can
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be recovered and powered on within 3 minutes and VM performance will be recovered to
normal status within 15 minutes so as to well ensure business continuity. (Recovery Time
Objective(RTO) < 15 minutes). Validity of a backup can be verified by recovering a new virtual
machine from that backup.

To recover virtual machine from a backup, you should select recovery method and then
specify destination location. There are two ways to recover virtual machine: Create a new
one or Overwrite the existing one.

Recover VM X

° Choose Method o Destination Location

Choose a Recovery Method:

@ Create a new one (recommended)

1. A new virtual machine will be recovered from this backup, while the existing one will not be affected.

2. Upon campletion of WM recovery and data verification, you may manually make the new virtual machine
run business services

3. Connect the new virtual machine to the network manually to avoid IP address conflict, re-authorize the
wvirtual machine if guest OS or software authorization is bound with hardware 1D as the new wvirtual

machine has a different hardware 1D.

() Ovenwrite the existing one

. Criginal virtual machine will he shut down and deleted, but can be restored by SANGFOR aCloud

technical support representative within 30 days before being permanently deleted.

[

WM hardware configuration keeps unchanged. Therefore, guest OS5 or software does not need to be

reauthorized.

C2

Network of recovered virtual machine is unchanged.

I

Faor virtual machine associated with any WM scheduling policy, check the scheduling policy whether the
destination working location is different from the existing location after recovery. If they are the same,

change recovered Wi's warking location.

2.2.1.17.1 Creating a NewVirtual Machine

1 Create a new virtual machine from a specified backup and the original virtual
machine will not be affected.

2 Upon completion of VM recovery and data verification, you may manually make
the new virtual machine run business services.
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You need to connect the VM to the network manually to avoid the IP address conflict. Since
new virtual machine will have a new hardware ID. you need to reauthorize the virtual
machine if guest OS or software reauthorization is bound with hardware ID. To not perform
reauthorization, choose the other way.

After recovery method is chosen, you need to specify destination location, including VM
Name, Group, Datastore and Run on Node fields.

Recover VM X
o Choose Method o Destination Location
Wi Name: Yong_Server?012_(2020-03-01_16-15-33)

Destination Location:

Group: ong e
Datastore: YirtualDatastare 1 b
Storage Policy: =lUse ariginal storage policy: 2_replica= v
Run on Mode: <Alto= v

Restare Defaults (1

VM Name: Specifies a name for the recovered virtual machine.

Group: Specifies a group to which the virtual machine is recovered.
Datastore: Specifies a datastore for the recovered virtual machine.
Storage Policy: Specifies the number of replication.

Run onNode: Specifies a node on which the recovered virtual machine runs.

Restore Defaults: VM group is not changed after recovery. It prefers the destination

datastore that has access to a node and to backup repository at the same time, to achieve
rapid recovery. It prefers the original datastore, to keep business network unchanged.

Then click OK to enter the following page. To confirm the recovery operation, enter
password of the current username
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Message X

Are you sure that you want to recover it and create a new virtual machine?

1. Connect the VM to the network manually to avoid IF address conflict.

2. Change to ovenarite the existing one if guest OS5 ar software authorization for recovered virtual maching fails.

3. Check status of the recovered virtual machine in Compute and ensure the backup repository is always online before
rapid recovery completes (lightning icon disappears).

4 Nirtual machine deployed from template will become ordinary virtual machine after recovery.

Enter admin password to confirm operation:

Password

Confirm

After recovery operation, you ,may, go to Compute to view the VM that has been
successfully recovered, as shown below:

The virtual machine has been recovered successfully. Backup files
are being merged and therefore no operation is allowed except for

powering on, shutting down, entering YM console, editing network
L settings and VM deletion operations.
Backup Test_(2018-0 Please make sure that the backup storage is online before the
lightening icon disappears, or else proper operation of VM may be

Paower On Shut Down Memaory Usage 8%
; L . Powered Off
— isk Usage 2%
; d
Console More

A

e You need to connectthe VM to the network manually to avoid the IP address conflict.

e If guest OS or software is failed to be reauthorized after recovery, you can recover the
VM in the other way Overwrite the existing one.

e Goto Compute to check status of the recovered VM and ensure the backup repository is
always online before rapid recovery completes (lightning icon disappears).

e Backupfiles will be merged after the virtual machine has been recovered successfully and
therefore no operation is allowed except for powering on, shutting down, entering VM
console, editing network settings and VM deletion operations. Make sure the backup
repository is always online before rapid recovery completes (lightning icon disappears),
or else the recovered virtual machine may not run properly.
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2.2.1.17.2 Overwriting Original VM

1 Original virtual machine will be powered off and be deleted but can be restored
by Sangfor technical support representative within 30 days before being
permanently deleted.

2 This will not change hardware ID, and there is no need to get guest OS or
software reauthorized.

3 Network will not be changed.

4 Then destination location should be specified, including VM Name, Group,

Datastore and Run on Node fields.

e As for configuring destination location, it is similar to that of creating a new virtual
machine. For details, refer to the 2.2.1.2 Creating Virtual Machine section.

e Since the recovery method is Overwrite the existing one, there is no need to configure
VM name and group. Datastore and Run on Node fields should be configured.

Recover VM X
0 Choose Method e Destination Location
W MName: Ky _server2012

Diestination Location:

Group: Yong =
Datastore: VirtualDatastore 1 b
Storage Policy:  <Use original storage policy: 2_replica= v
Run on Mode: <Alto= b

Restore Defaults (1
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Then click OK to enter the following page. To confirm the recovery operation, enter
password of the current account

Message X

30 days before being permanently deleted

2. WM hardware configuration keeps unchanged. Therefore, guest 03 or software does not need to be reauthorized.

3. Metwark will not be changed after virtual machinge is recovered.

4. Check status of the recovered virtual machine in Compute and ensure the backup repositary is always online before
rapid recovery completes (lightning icon disappears)

4. Virtual machine deployed from template will become ordinary virtual machine after recovery.

B. For virtual machine associated with any WM scheduling policy, it is necessary to check the scheduling policy whether
the destination working location is different from the existing location after WM recovery from backup. If they are the

=same, change recovered WM's wiorking location

Enter admin password to confirm operation:

Password

After virtual machine is recovered, go to Compute to view the new VM, as shown below:

— _ —— _ - - B e | F ML M LAE R T

The virtual machine has been recovered successfully. Backup files
are being merged and therefore no operation is allowed except for
powering on, shutting down, entering WM console, editing network
P scitings and VIV deletion operations.
EE R SR D)oo make sure that the backup storage is onling before the
lightening icon disappears, or else proper operation of ¥ may be
>

O affected.
Power On

E ™

Console More

Test_TapVMO01_(2013-03-02..

CPU Usage 2%

Memaory Usage 8%

Disk Usage 2%

Shut Down

IMemary Usage 50%

Powerad Off

Disk Usage 23%

A

e Original virtual machine will be powered off and be deleted but can be restored by
Sangfor technical support representative within 30 days before being permanently
deleted.

e This will not change hardware ID, and there is no need to get guest OS or software
reauthorized.

e Network will not be changed after virtual machine is recovered.
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e Go to Compute to view the new VM after recovery and ensure the backup repository is
always online before rapid recovery completes(lightning icon disappears).

e Backupfiles will be merged after the virtual machine has been recovered successfully and
therefore no operation is allowed except for powering on, shutting down, entering VM
console, editing network settings and VM deletion operations. Make sure the backup
datastore is online before rapid recovery completes(lightning icon disappears).

2.2.1.18 Viewing Permissions

The Permissions page shows the permissions of administrator against VM resources.

ompute > (Ky_server2012) Summary Snapshot Backup/CDP Permissions Alarms

¢ Refresh  (® New T Delete

O Administratar Group Permissions Creator Edit

admin Default Group Admin Yes

calvin Default Group Admin No

SEngyuan Default Group Admin No Z

O oo

i Default Group Admin No 2

5

For details, refer to the 2.6.3 System Administrators and Permissions section.

2.2.1.19 Viewing Tasks

On the Tasks page, you can view administrator logs about various operations performed by
administrator, such as creating a virtual machine, etc. Each log contains the following
information: Status, Action, Start Time, End Time, Username, Node, Object Type, Object
and Operation. To view log details, click Viewin Operation column.
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Compute > (Yo 018) Summary Snapshot Backup/CDP Permissions

' Refresh Action, node, object, descriptiol Q Advanced v

Status Action Start Time End Time Usemname Node Object Type  Object Cperation
O Completed Take disk-hased sn. 2020-03-14 12:07.07 2020-03-14 19:07:18 admin( 192.200.194 ) 192.200.19.18 virtual ma Yong_WinServer2016 View
0 Completed Power on VM 2020-03-11 16:25:22 2020-03-11 16:25:27 admin( 192.200.19.92 ) 192.200.19.18 Virtual Ma Yong_WinServer2016 Wiew
0 Completed Edit v 2020-03-11 16:28.1% 2020-03-11 18:2817 admin( 192.200.19.82 ) 192.200.18.19 Virtual Ma Yong_WinServer2016 View
0 Completed Power off VM 2020-03-11 18:23:57 2020-03-11 16:24:23 admin( 192.200.19.92 ) 192.200.19.18 Virtual Ma Yong_WinServer2016 Viewr
0 Completed Fower on Vi 2020-03-10 10:23:18 2020-03-10 10:23:23 admin( 192.200.18.44 ) 1922001818 Mirtual Ma Yong_WinServer2016 View
o Completed Edit Vi 2020-03-10 10:22:48 2020-03-1010:22:50 admin( 192.200.19.44 ) 182.200.19.18 Virtual Ma Yong_WinServer2016 Viewr
0 Completed Shutdown WM 2020-03-10 10:18:43 2020-03-1010:20:21 admin( 192.200.18.44 ) 1922001818 Mirtual Ma Yong_WinServer2016 View

Logs canbe searched by action, node, object and description. By clicking Advanced Search,
you can also specify a period of time, status and search term to filter logs.

Action, node, object, descriptiol Q Advanced v

Start Time: 2020-03-15

End Tirme: 2020-03-15

Status: All

Search Term: Action node, object, description

2.2.1.20 ViewingAlarms

This section displays alarm logs. For instance, an alarm log records that VM CPU usage is
above threshold, etc. When an alarm-triggering threshold is reached, a corresponding alarm

will be triggered and an alarm log will be generated. An alarm log includes the following
information: Severity, Timestamp, Object Type, Object, Event, Description, Status.
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Compute > (Yon Sever2016) Summary Snapshot Backup/CDP Permissions Alarms

C' Refresh Y Filter Object, event, description Q

Severity Timestamp 4 Object Type Object Event Description Status

The CPU usage of VM (fang_inServer2016) has been above 50.0% for a © Fenting

Medium 2020-01-22 134207 wm Yong_WinServer2016 wIn_cpu certain period of time

It is the 9 tirme that Virtual Machine (Yong_WinServer2016) failed to be
© critical  2018-11-30 04:48:17 vm Yong_WinServer2016 vm_ha recovered onto another node. Error: The virtual machine cannot be powered on @) Marked as fixed
because there is offline node in the virtual datastore. Please check whether

Itis the & time that Virtual Machine (Yong_YvinServer2016) failed to be
. Critical 2018-11-20 04:47:58 Ll Yong_WinServer2016 wm_ha recovered onto anaother node. Error: The virtual machine cannot he powered on Q Marked as fixed
because there is offling node in the virual datastore. Please check whether

Alarm logs can be searched by action, node, object and description. By clicking Filter, you
may also specify a period of time and search term to filter logs.

C' Refresh Y Filter

Severity

Periad: ‘ Al v‘

Wedium

For details about alarm logs, refer to 2.6.4 Alarm section.

2.2.2 Managing Virtual MachinesinVMware vCenter

Navigate to compute and you will see a toolbar, as shown in the following figure. On the
toolbar, there are the following items: View By Group/Node/Datastore/Tag, Panel/List,
Refresh, New, New Group, Select, Sort, Recycle Bin, Advanced.

SANGFOR aCloud VMware vCenter

: ‘B View By Node =& Panel ORefresh @New = select |=Sortv

wind o LS2.1_for Wh
CPU Usage Y% CPU Usage % CPU Usage
Mermary Usage % Wl Mermory Usage % W Mermory Usage

Powered Off Powered Off
Disk Usage 5 |l Disk Usage 5 [l Disk Usage

Virtual machines can be viewed by Node, as shown below:
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View By Node

2.2.2.1 ViewingVMs by Panel or List

Virtual machines can be viewed by Panel or List. By default, virtual machines are displayed
by Panel. To view VMs by List, click on List, as shown below:

= List ORefresh @New p Power On [l Shut Down <s+More

Basics Throughput 10 Speed
(| Status W Narne IF Address Graup CPU Usage Mermory Usage Disk Usage
[ ©Poversdon  vis - wCenter 3% 3% —100%
1 0 Powered On winde 182.20019.182 viCenter [ ] 21% [ ] 16% 1 8%
1 o Powered On windoy 192.200.19.84 wCenter [ ] 20% o 43% 1 9%
[0 © powered off EVE = wCenter

VM details are displayed, as shown below:

Basics: Displays basic information of virtual machines.

Basics Throughput 10 Speed

O Status W Name IP Address Group CPU Usage Memory Usage Disk Usage ‘
[] (@ Powered On WLSZ.0 - vCenter | 3% | % . 100%

O o Powered On windowe 192.200.13.182 vCenter ] 21% [ ] 168% 1 8%

O o Powered On windows? 192.200.19.84 vCenter u 20% o 43% 1 9%

Throughput: Displays outbound and inbound speed.

Basics Throughput 10 Speed
O Status VM Name IP Address Group Quthound Bps Inhound Bps
O o Pawered On WLS21_f - viCenter 0Brs 0Brs
O o Powered On windc 192.200.19.182 vCenter 0Brs 60 KBfs
O o Pawered On window 192.200.19.84 vCenter 3 KB 53 KBfs

10 Speed: Displays 10 speed.
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Basics Throughput 10 Speed

] Status Wi Name IP Address Group Read Speed Write Speed 10 Reads 10 Writes
[l o Pawered On - w152 - wCenter 0Bfs 7 KBis 010Ps 110Ps
] ° Powered On  wincows 192.200.19.182 wienter 0B/s JKBIs 0IOPS 0IoPS
] o Povwered On - winciow 182.200.18.84 wCenter 0B/s 163 KBfs 0IOPS 1210PS

Creating New Virtual Machine

New
Click to deploy a new virtual machine from an existing VM template, as shown
below:

Create New Virtual Machine X

—hoose away to create a new virtual machine.

B ﬂ Deploy Virtual Machine from Template

B Create a new virual machine based on an existing Wi template

Select a VM template and then configure relevant fields, as shown below:

Deploy ¥M From Template X
o Select VM Template o Ready to Complete
Expand Al F Collapse All Search Q I
Template Name Guest O3
é]--@v(:enter
|EE]..CTI ESx
® Test Server 2003 Windows Server 2003 B4 hit

Discavered virtual machine

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
124



Click Next, after the template is selected.

Deploy VM From Template *
0 Select VM Template o Ready to Complete
Narne: | Yong-Server
5 Group: Select Group v
Datastore: Select Datastore v
Run on Node: Select a cluster, host, wApp or resource poal v
Configuration
E Processor 1 care
Cores: 1 core
W hermory 1GB
M= Hard disk 1 B8 GB
Virtual Sockets: 1 v
m MNetwork ada.. Select network
Cores Per Socket: 1 v

@ Add Hardware ¥

Name: Specifies a distinguishable name for the virtual machine.

Group: Specifies a group to which this virtual machine belongs.

Run on Node: Specifies a node on which the virtual machine runs.

Datastore: Specifies a datastore where configuration files of deployed virtual machine is
stored.

Configuration: It allows you to configure hardware resources, such as Processor, Memory,
Disk, CD/DVD and NIC, etc.
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Configuration

Processor
W emory

M Hard disk 1

e Metwork ada..

1 care

1011 GB

8GE

Select network

Processor: Specifies the number of virtual sockets and cores per socket for the virtual
machine respectively. Once the numbe of cores is configured, Virtual Sockets and Cores Per
Socket will be automatically filled with optimum values so as to achieve best VM
performance.

Configuration

Frocessor 1 care
Cores: 1 core
W ermory 1011 GB
= Hard disk 1 8 GE ]
Wirtual Sockets: 1 AV
e Metwork ada. Select networlk
Cores Per Socket: 1 v

Memory: Specifies the memory for the virtual machine. The minimum is 512 MB, and the
maximum is 1TB.

Configuration

Processor 1 core

W temory 1011 GB Memery Size: 1011 CB v

M= Hard disk 1 8GEB 1011 GB

me Metwork ada... Select network | | | | | I | | | Il
G@E"' - F & <5 @c? ah@ d’@ ,;?& \0\,\@
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Disk: Specifies the disk for the virtual machine.

Configuration

E Processor 1 core

Disk Capacity: W
W Liemaony 1011 GB
S Hard disk 1 8 GB Allocation: v
m MNetwork ada. . Select network

Disk Capacity: Specifies the capacity(GB) of the virtual disk.

Allocation: Options are Thin Provisioning, Eager zeroed thick and Zeroed thick.

Network adapter: Specifies what the virtual machine is connected to.

Configuration

E FProcessar 1 core
o Wivl Network v
W emory 1 GB
M= Hard disk 1 B GB Status: Connected upon startup
e [Metwark ada. W Metwark

Connected To: Specifies an edge to be connected to the virtual machine.

Status: If it is selected, the VM will auto connect to the edge upon startup.

Add Hardware: To add more hardwares, click Add Hardware. Then, you can add new Disk
and NIC.

For example, click Add Hardware and select Disk. Then, a new disk will be added(as shown

in following figure). To delete a disk, click on the % icon.
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Configuration

E Processar 1 core

Disk Capacity. 40 GE w
W Memory 1GB
M= Hard disk 1 B GB Allocation: Thin Provisioning v

4068

mw NMetwark ada... Wi MNetwark

Batch Operation

Administrator can perform the following operations against multiple virtual machines:

Power On, Suspend, Shut Down, Reboot, Power Off, Reset, Migrate to SANGFOR HClI,
and Delete.

2% panel Refresh New == Select

[ O

To power on virtual machines(s), you may select one or more than one virtual machines and
then and click on Power On.

To suspend virtual machines(s), you may select one or more than one virtual machines and
then and click on Suspend.

To shut down virtual machine(s), you may select one or more virtual machines and then click
on Shut Down.

To start virtual machine(s), you may select one or more virtual machines and then click on
Reset.

To power off virtual machine(s), you may select one or more virtual machines and then click
on Power Off.

To restart virtual machine(s), you may select one or more virtual machines and then click on
Reboot.

To migrate the virtual machine(s) to SANGFOR HCI, you may select one or more virtual
machines and then click on Migrate to SANGFOR HCI.

To delete virtual machines, you may select the virtual machines and click Delete, then the
virtual machine will be removed from the VMware vCenter yet the storage space occupied

by the VM will not be freed up. You may go to VMware vCenter platform to clean up files of
the virtual machine.
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Delete Virtual Machine X

Are you sure that you want to delete the "wit

The wirtual machine is only removed from the list of virtual machines from YMware wvCenter.
To delete the wirtual machine completely and free up starage space, go to Wihware vCenter
and delete the WM files permanently.

If a virtual machine is selected, the color of the icon at the upper left corner of the
corresponding card will turnto green from gray.

CPU Usage CPU Usage CPU Usage 2%

Memary Usage Memary Usage Memary Usage 3%

Disk Usage Disk Usage Disk Usage 100%

To exit from editing the virtual machines, click on the Exit button on the upper right corner.

2.2.2.4 SortingVirtual Machines

Virtual machines can be sorted by Name, CPU Usage, Memory Usage, Disk Usage.
== Panel ORefresh @New == Select |—Sort v
Name

CPU Usage
Memory Lisage

Disk Usage
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To sort virtual machines by name, select Sort > Name in Compute. You may click on the

arrow -to sort VMs in ascending or descending order.

O Refresh ®New =S Select | —Sort v

Name
CPU Usage
Memory Usage

Disk Usage
indows201 window,

CPU Usage CPU Usage CPU Usage
Memory Usage Memory Usage Memory Usage

Disk Usage Disk Usage Disk Usage

To sort virtual machines by CPU usage, select Sort > CPU Usage in Compute. By clicking on
that arrow, virtual machines can be sorted based on CPU usage in ascending order or
descending order. The following figure shows that the virtual machines are sorted by CPU
usage in a descending order.

ORefresh @New = Select | —Sort v

Name
CPU Usage

%I Memory Usage

Disk Usage
window

CPU Usage CPU Usage CPU Usage

Memory Usage Memory Usage Memory Usage

Disk Usage Disk Usage Disk Usage

To sort nodes by memory usage, select Sort > Memory Usage. By clicking on that arrow,
node can be sorted by memory usage in ascending order or descending order. The following
figure shows that the virtual machines are sorted by memory usage in a descending order.
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ORefresh ®New =S Select | —=Sort v

Name
CPU Usage

5 I Memory Usage

Disk Usage

windon

CPU Usage : CPU Usage CPU Usage

Memory Usage Memory Usage Memory Usage

Disk Usage Disk Usage Disk Usage

To sort virtual machines by disk usage, select Sort > Disk Usage in Compute. By clicking on
that arrow, virtual machines can be sorted by disk usage in ascending or descending order.

The following figure shows that the virtual machines are sorted by disk usage in a descending
order.

ORefresh ®New == Select | =Sortv

Name
CPU Usage

ﬂ E Memry Usage

Disk Usage
L5211 for indowis201

CPU Usage CFPU Usage CPU Usage

Memory Usage Memary Usage Memory Usage

Disk Usage Disk Usage Disk Usage

2.2.2.5 Viewing VM Status

In Compute, all VM groups can be expanded or coIIapsed bycllcklng onthe button.
To expand or collapse a specific group, click on the button next to that group.
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View By Node

You can get the following information on virtual machine panel: power status(powered on or
powered off), CPU, memory and disk usage. Blue VM icon indicates virtual machine is
powered on, while gray VM icon indicates virtual machine is powered off.

winda

CPU Usage CPU Usage

Memory Usage Memory Usage

Powered Off Powered Off
Disk Usage Disk Usage

Move the cursoronto VM panel and the following buttons will appear on that card, as shown
in the following figure:

Yang
CPU Usage 0%
tMemory Usage 0%
Disk Usage 100%

To perform more operation against virtual machine, click More, as shown below:

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
132



> ]

Power (On Shut Dowwn

For virtual machine details, you may click on VM name to redirect to the Summary page, as
shown below:

Backup

5 Refresh & Consale [ shut Down

Throughput ¥ | CPU | Memory | 10 Speed ¥ Last Hour

1.5Mbps

_\ —
CPU Usage Wemary Usage Disk Usage

TMbps
21 « 15 8 -
S00Kbps
1.9 GHz X4 cores Total: 8 GB Total: 499.66 GE
Free 66 GB Free: 462.07 GB Obps

03:20 03:30 03:40 03:50 04:00 04:10

received 639 Kbps — transmitted O bps

S Name: windows2012 b @ Processor 4 core(s)
Group wCenter e Wemory 368

Status Running [+ = Hard disk 1 500 GB

IP Address 192 200018 182, feB0::d098: a3cd 60092265 ° CO/DVD drive 1 Disconnectad
Datastore datastorel b Metwork adapter 1 M Network
Run on Node 192.200.19.30 b @ Video card 4MB

Guest OS: Mictosoft Windows Server 2012 (54-bit

Whiware Tools: Installed

Uptime 37 days 2 hrs 36 mins 2 secs

2.2.2.6 Viewing VM Details

There are the following tabs: Summary, Snapshot, Backup/CDP, Permissions, Tasks and
Alarms, as shown below.
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Summary Backup Tasks Alarms

On the Summary tab, you may perform such operations as Power On, Shut Down, etc., and
view basic information and hardware configurations of virtual machine.

Summary Alarms

¢ Refresh ] Console [0 shutDown [[] Suspend &) Reboot (|) Power Off () Reset [2] Backup [3* Migrate to SANGFO...

Throughput ¥ | cPU | Mernary | 10 Speed ¥

150Kbps

CPU Usage Memory Usage Disk Usage
100Kbps
[ 75 100+
50Kbps
1.8 GHz X1 cores Total: 1 GB Total: 8.11 GB

Free: 355 MB: Free 5606
obps —
0330 03:40 03:50 04:00 04:10 04:20

received 49.2 Kbps  — transmitted 0 bps

VM Narme: Yong_Server 2003 b Processar 1 caore(s)
Group vCenter wm Memory 168
Status: Running [» = Hard disk 1 8GB

IP Address © CODVDdrive ! Connected

Datastore: datastorel N Netwnrk adanter 1 U Netwnrke

To refresh the Summary page, click on Refresh on the upper left corner.

To open virtual machine’s console, click Console on the Summary page, or click on the
Console button on the virtual machine panel to enter the following page. Before opening
VMware vCenter administrator console, make sure the console plug-in has been installed, as
shown below:
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00 Suspend [] Shut Down () Power Off ¢ Reset (=) CD/DVD Drive v [# Edit 5o Hot Keys » T Full Scree]

| are not installed on this viriual machine.

Press Ctrl+Alt+Delete to sign in.

3:45

=]
Click B8 to send Ctrl+Alt+Delete command to guest OS.

[ -

. O .
Click “ to enter full screen, and press Ctrl+Alt+Enter to exit from full screen.

To power onvirtual machine, you may click Power On.
To shut down virtual machine, you may click Shut Down.
To suspend virtual machine, you may click Suspend.

To restart a virtual machine, you may click Reeboot.

When a virtual machine is in powered-on state, you can click Power Off to force it to be
powered off.

To restart virtual machine, you may click Reset.
To back up virtual machine, you may click Backup.
To migrate the VM, you may click Migrate to SANGFOR HCI.

2.2.2.7 MigratingVM From Vmware vCenterto Sangfor HCI

Virtual machines running on VMware vCenter can be migrated to Sangfor HCI.
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Migrate VM from VMware vCenter to SANGFOR aCloud X
/ 1. VM100IS Will DE automarcally INSTallea on VIrual Macnines, Wnicn may take anout b MiNutes. WINaows VIrual macnines
will restart automatically after first startup
QXL graphics adapter will be used by default after migration of ViMware virtual machine succeeded Change the graphics

adpter mannually if display is abnormal after startup.

Current Location: VMware vCenter Destination Location: SANGFOR aCloud

VM Name: Yong_Server 2003 VM Name Yong_Server 2003

vCenter: vCenter v Group: Default Group v
Group: vCenter/CTl ESX v Datastore: VirtualDatastore1 v
Datastore: datastore1 v Storage Policy 2_replica (v
Run on Node: | yCenter/CTI ESXI/192.200.19 Run on Node: =Auto= v

Auto power on the migrated virtual machine in SANGFOR aCloud upon completion

“ Cancel

Specify the required fields under Current Location and Destination Location. Whether to
select the options Auto power off the virtual machine inthe VMware vCenterto complete
migration and Auto power on the migrated virtual machine in Sangfor HCI upon
completion depends on your own needs, and then start migrating virtual machine.

Auto power-off virtual machines in the VMware vCenter to complete migration: This will
have the virtual machine powered off automatically before migration completes to have the
new changes synced to the destination location. If you do not want the virtual machine to
power off at unexpected time and interrupt the services being offered via that virtual
machine, do not select this option. You may power off the virtual machine manually when
migration completes.
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Migrate VM from VMware vCenter to SANGFOR aCloud X

o Datastore and Node o Hardware Configuration
mm ethD Connected To: edge1 Enabled
To: edge1 E A

Advanced
Adapter Model: | Realtek RTL8139 v
MAC Address:  FE:FC:FE:45:8B:30 Q
IP Address: IP address
Netmask: Netmask
Gateway: Gateway address

Ba'* “

Enabled: Ifit is selected, it indicates that the specified virtual network adapter is enabled.
Connected To: Specifies an edge or a virtual switch to be connected to the virtual machine.
AdapterModel: Specifies the adapter model. Options are Realtek RTL8139 and Intel E1000.

MAC Address: MAC address can be automatically generated or manually specified. MAC
address examples: 00-11-22-33-44-55, 00:11:22:33:44:55. MAC address will be changed after
the migration operation completes and you may edit the MAC address if you do not want the
MAC address to be changed.

After configuring relevant fields, click OK to start migrating virtual machine. To view
migration progress, go to Migration Process, as shown below:

Migration Progress X
3 Refresh
Status Src VM Run on No... Working D... VM Name Run on Nede Datastore Operation
@ 0% Details Yong_Server . 192.200.1.. datastore1 Yong_Server 2003 Auto VirtualDatast. . Cancel
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Tasks e

All Migration
Status Src VM Run on Node Working Da. VM Name Run on Node Datastore Operation
Migration failed Details Yong_Server 20... 192.200.19.31 datastore1 Yong_Server 2003 Auto VirtualDatastore1
Migration operat.. Yong_Server 20... 192.200.19.31 datastore1 Yong_Server 2003 Auto VirtualDatastore1

A

When migration is being performed on a virtual machine in VMware vCenter, do not power
on the VM, expand disk capacity, or roll back snapshot of that virtual machine, or else
migration may fail.

Status: Displays the following information about virtual machine: CPU Usage, Memory
Usage, Disk Usage, Throughput, CPU, Memory, 10 Speed, IOPS.

CPU Usage: Displays CPU usage of virtual machine. On the right side, you may view CPU
usage in the last hour or last 24 hours.

Throughput ¥ | CPU | Memory | 10 Speed ¥ LastHour | Last24 Hours
- 0.75%
CPU Usage Memory Usage Disk Usage

0.5%

0 = 3 100+
0.25%

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 994 MB Free: 569 B 0%

08:10 08:20 08:30 08:40 08:50 09:00
cpu_util 0.41%

Memory Usage: Displays the total and free memory size respectively, as well as memory
usage. On the right side, you may view memory usage in the last hour or last 24 hours.

‘ Throughput ¥ | CPU | Memeory 10 Speed ¥ ‘ Last Hour | Last 24 Hours
- 1.4GB
CPU Usage Memory Usage Disk Usage

953.67MB

0 « 2 100+
476.84MB

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 1004 MB Free: 569 B 0B

0810 08:20 08:30 08:40 08:50 09:00
mem_used 20.4 MB — mem_total 1 GB

Disk Usage: Displays the total and free disk size respectively, as well as disk usage. On the
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right side, you may view disk 10 speed and IOPS.

Throughput ¥ | CPU | Memory | 10 Speed ¥
- 20KB/s
CPU Usage Memory Usage Disk Usage 15K8/s

0~ 2 100

Sl B

08:10 08:20 08:30 08:40 08:50 09:00

10_read_rate 0 B/s — I0_write_rate 8 KB/s

Throughput: Displays overall throughput.

Throughput ¥ | CPU | Memory 1O Speed ¥

- 200Kbps
CPU Usage Memory Usage Disk Usage 150Kbps
O % 2 'I UO % 100Kbps
50Kbps

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 1004 MB Free: 569 B 0bps

o810 08:20 08:30 08:40 08:50 09:00

received 98.3 Kbps — transmitted 0 bps

Throughput (pps): Displays inbound and outbound packets per second.

‘ Throughput (pps) ¥ | CPU | Memory 1O Speed ¥

- 60pps
CPU Usage Memory Usage Disk Usage

40pps

0 « 3 100~ \
20pps

1.9 GHz X 1 cores Total: 1 GB Total: 9.11 GB
Free: 994 MB Free: 569 B 0
Pps
08:10 08:20 08:30 08:40 08:50 09:00
transmitted 0 pps  — received 24.6 pps

The Basics & Hardware Configuration section displays basic information and hardware
configuration of virtual machine. Basic information includes Name, Description, Group,

Datastore, Run on Node, Guest OS, vmTools, High Priority, Power on at host startup,
Enable memory reclaiming, Boot Order, and Uptime.
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VM Name: ‘Yong_Server 2003 b Processor 1 core(s)
Group vCenter W Memory 168

Status: Running > = Hard disk 1 8GB

|P Address: o CD/DVD drive 1 Connected
Datastore: datastore1 > wmw Network adapter 1 VM Network
Run on Node: 192.200.19.30 H Floppy drive 1 Discennected
Guest 03 Microsoft Windows Server 2003 (84-bit) b @@ Video cars 4B
VhMware Tools: Notinstalled  How to?

Uptime: 4 hrs 43 mins 46 secs

2.2.2.8 VM Backup

Virtual machines in VMware vCenter can be backed up to Sangfor HCI platform without
installing any third-party software or plugin or purchasing any backup storage device.

Additionally, virtual machines can be recovered on Sangfor HCl from backup or recovered to
VMware vCenter.

Compute > VMware vCenter > (Yong_Server 2003) Backup

[5]1 Backup ¢33 Scheduled Backup

2.2.2.8.1 Manual Backup

On the Backup page, you may back up virtual machine manually or have virtual machine
backed up automatically. To back up virtual machine manually, you may click Backup.
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Create Backup X

Backup Name: 2020-03-15_17-14-54

Description:
Working Datastore Destination Datastore
datastore1 v ISCSI-Secondary v

[ ]Enable VSS

["]Full Backup

Add Backup Policy, to plan periodic backup. _

Specify Backup Name, Description and Destination Datastore. Then, click OK. You may
select Enable VSS and Full Backup based on your own needs.

%

Enable VSS: File system of related virtual machines will be locked for a few seconds before
backup starts, so that data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines running

in VMware vCenter and is recommended for those running applications like SQL Server and
Exchange.

After specifying relevant fields, click OK to start backup operation. You may view backup
status in Tasks, as shown below:
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Details X

Status: Completed

Action: Back up VM

Start Time: 2020-03-1517:17:37

End Time: 2020-03-15 17:20:51

Username: admin( 192.200.19.4 )

Node: 192.168.20.4

Object Type: Virtual machine

Object: Yong_Server 2003

Description: Original location: VCenter (vCenter), node (192 "), storage
(<datastore1=)
Backup location: ACloud (192 +), storage (ISCSI-Secondary)

Backup method: Full backup

Backup Name: 2020-03-15_17-14-54

Compressed backup size: 8112 MB, avg backup speed: 57.55
MB/s,time taken: 00:02:55

Original backup size: 1695 MB, avg backup speed: 11.99 MB/s

Time taken: 00:03:07 including time used to wait for system resource
and VM snapshot cleanup

After a backup is created, you may click on the backup name and then a dialog box pops up,
as shown below:

Backup Name: 2020-03-15_17-14-54
Description: -
Time: 2020-03-1517:20:40

Backup Repository: 1SCSI-Secondary

[, Edit T Delete Backup ‘L) Recover

To modify backup name and description, you may click Edit.

To delete a backup, you may click Delete Backup.
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To recover a virtual machine from its backup, you may click Recover.

2.2.2.8.2 Scheduled Backup

Onthe Backup page, you may also create a scheduled backup by clicking Scheduled Backup
to enter the following page. On that page, select the option Enable Scheduled Backup and
select a scheduled backup policy, then click OK. You may click Add New Policy, if there is no

schedule backup policy.
Scheduled Backup

Scheduled Backup Policy:
<None=

No appropnate policy is found? Add New Policy

5

For details about scheduled backup, refer to Error! Reference source not found. section.

2.2.2.9 VM Recovery

Virtual machines in VMware vCenter can be recovered on Sangfor HCl platform or recovered
to VMware vCenter. Enter the name of the virtual machine and select destination location,

as shown below:

Recover P4
VI Name: Yong_Server 2003_(2020-03-15_17-20-40)
Destination Location: (@) SANGFOR aCloud (O VMware vCenter
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To recover virtual machine to Sangfor HCl, select Sangfor HCl as Destination Location, as
shown below:

Destination Location: (@) SANGFOR aCloud (O VMware vCenter

Group: Default Group b
Datastore: ISCS5I-5econdary b
Run on Node: 192. A

|:| Use MAC address of original VIV

' vmTools will be automatically installed on virtual machines, which may take about 5

minutes. Windows virtual machines will restart automatically upon first startup.

Specify Group, Run on Node and Datastore, click OK, and then a new virtual machine will
be created.

Message X

Are you sure that you want to recover it and create a new virtual machine?
1. You need to connect the VM to the network manually to avoid the IP address conflict.
2. vmTools is required to be installed on virtual machines. Without vmTools installed, virtual machines cannot identify
some disks if it has three or more virtual disks (four or more when CD/DVD drive is not installed). This will also affect

backup fetching task on the virtual machines rece d from backup. If backup fetching task stops, install vmTools

for the recovered virtual machine on aCloud platform and then restart that VIM.. vmTools will be automatically

installed during VM recovery. If that fails, install it manually.

e You need to connectthe VM to the network manually to avoid the IP address conflict.

e Install vmTools on the recovered virtual machine to support IP address restoration and
improve performance of virtual machine, otherwise, some disks will not be identified if
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virtual machine has three or more virtual disks.

You may view recovery progress in Tasks.

Tasks e
All VMware vCenter VM Recovery @ Migration @
Status Src VM Recover to Bac.. New VM Recoverto ... Recover to the ... Recover to the .. Operation
0 Completed Yong_Server 2003 2020-03-15_17-.. Yong_Server 2003.. Default Group ISCSI-Secondary 192.168.20.3 View VM .

Recover virtual machine to VMware vCenter, as shown below:

Recover 4

VI Name: Yong_Server 2003_(2020-03-15_17-20-40)

Destination Location: (_) SANGFOR aCloud (@) Viviware vCenter

By default, the original location will be selected, including running and storage locations. You may
specify new ones.

Specified
vCenter: vCenter v
Group: vCenter/CTI ESXI v
Datastore: datastore1 v
Run on Node: vCenter/CTI ESXI/192° v

Specify vCenter, Group, Run on Node and Datastore, click OK, and then a new virtual
machine will be created. You may view recovery progress in Tasks.
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Message b 4

Are you sure to recover it and create a new virtual machine?
You need to connect the WM to the network manually to avoid the IP address conflict.

%
By default, the original location will be selected, including running and storage locations. You
may specify new ones.

A

You need to connectthe VM to the network manually to avoid the IP address conflict.

2.2.2.10 ViewingTasks

The Tasks page displays administrator logs about various operations performed by
administrator, such as creating a virtual machine, etc. Each log contains the following
information: Status, Action, Start Time, End Time, Username, Node, Object Type, Object
and Operation. To view log details, click Viewin Operation column.

Compute > VMware vCenter > (Yong_Server 2003) Summary
C' Refresh Action, node, object, descriptic O | Advanced v
Status Action Start Time End Time Username Node Object Type Object Operation
o Completed Recover VM rapidly 2020-03-15 17:30:45 2020-03-15 17:33:01 admin( 192.200.19.4 ) 192.168.20.3 Virtual ma.. ‘Yong_Server 2003_(20. View
o Completed Back up VM 2020-03-15 17:17:37 2020-03-15 17:20:51 admin( 192.200.19.4 ) 192.168.20 4 Virtual ma.. ‘Yong_Server 2003 View
Q Failed Migrate across plat. 2020-03-15 17:01:43 2020-03-15 17:01:52 admin( 192.168.20 3 ) 19216820 5 Virtual ma. . Yong_Server 2003 View
o Failed Migrate across plat. 2020-03-15 17:01:03 2020-03-15 17:01:35 admin( 192.168.203 ) 192.168.20.5 Virtual ma.. Yong_Server 2003 View
o Completed Power on VM 2020-03-15 12:20:50 2020-03-1512:20:53 admin( 192.200.19.4 ) 192.168.20.3 virtual ma.. ‘Yong_Server 2003 View
o Completed Clone VMware virt 2020-03-1512:19:19 2020-03-15 12:20:16 admin( 192.200.19.4 ) 192.168.20.3 virtual ma ‘Yong_Server 2003 View
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2.2.2.11 ViewingAlarms

On the Alarms page, you can view alarm logs. For instance, an alarm log records that VM
CPU usage is above threshold, etc. When an alarm-triggering threshold is reached, a
corresponding alarm will be triggered and an alarm log will be generated. An alarm log
includes the following information: Action, Time, Object, Object Type, Description and
Status. To view details of an alarm log, click Viewin Operation column.

[Compute > VMware vCenter > (Yong_Server 2003) Summary Alarms

C Refresh Y Filter Object, event, description  Q

Severity Timestamp %  Object Type Object Event Description Status

Alarm logs can be searched by action, node, object and description. By clicking Filter, you
may also specify a period of time and search term to filter logs.

Advanced Search

Start Time: 20180202 @ 00:00
End Time 20180203 00:00

Search Term:

“ Sence!

For how to configure alarm options, refer to Alarms Options section.
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2.3 Configuring Virtual Network

2.3.1 HowTo?

When you log in to Sangfor HCI platform for the first time, a wizard will pop up to guide you
through virtual network deployment (You can also enter the wizard by clicking How To at the
upper-right corner). The wizard contains the following information: Networking Demo,
Basic Operations, Typical Scenarios and Deployment Recommendations, as shown below:

Getting Started with Virtual Metworking x

Watch the following if you are using Virtiant HCI for the first time.

*» Metworking Demo
* Basic Operations
* Typical Scenarios

* Deployment Recommendations

|:| Dz not show this again Close

2.3.2 Deploying Network Topology

In Networking, you can deploy virtual network topology. To edit network topology, you must
enter editing status first, otherwise, the topology can only be viewed. Click Edit to enter
editing status, as shown below:
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O Refresh )( Test Connectivity E Devices E Templates

@ DefaultEdge

& DefaultGroup

2.3.3 Configuring Edge

An edge connects physical network and virtual network. It uses physical interface or
aggregate interface to connect to physical network in Trunk mode. When configuring edge,

you need to specify port group. A port group consists of more than one interfaces with the
same configuration(such as VLAN).

To deploy an edge, drag an edge onto the canvas from the left panel, select the physical
interfaces that need to be connected and then click Apply Changes.

The topology has been changed. Click Apply Changes to save the changes. [ NEe EURT Cancel
Summary - Edge .
Edge Edge? =
6 Default Group ~ &
|
Sy Connected Physical Interfaces
a Physical Intertaces ()
Router DefaultEdge

Edgel 4 192.168.10.10

@ O eth0 (192.168.10.10)
NGAF
- & eth1 (Connected To: DefaultEdge)
s (@] o ©th2 (10.250.2.7)
» DefaultGroup ~
ADC (o] 4 £th3 (10.2503.7)
1AM

(l: OE(M (10.250.4.7)

O 4615 (10.2505.7)
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2.3.3.1Viewing Edge Settings

Select an edge and click on Settings button on the right to enter edge settings page. On the
Settings page, you can view and configure physical interface and port group.

2.3.3.1.1  Configuring Physical Interface

On the Physical Interface tab, as shown below, you can add a new physical interface, delete
or edit an existing physical interface. Each node should be specified a physical interface to
be connected to a same edge, and that interface should be connected to a same L2 switch
so as to ensure that virtual network traffic can go to physical network through any node. as
shown below:

Settings - Edge (Edge1) X

P Physical Interface

® Add 0]

Port Group
] No. Node Interface
O 1 200.200.5.104 eth3(10.250.3.7)
O 2 200.200.5.105 eth3(10.250.3.7)

2.3.3.1.2 Configuring Port Group

On the Port Group tab, you can add a new port group, delete or edit an existing port group.

Settings - Edge (Edge1) X
Physical Interface
(e | rsm o
» Port Group
[] No. Name Type VLAN Connected Edit
] 1 Trunk_All Trunk all 0
] 2 vlan10 Access 10 1 A
] 3 vian20 Access 1 0 A

To add a new port group, click Add to enter the following page and configure related fields.
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Settings - Edge (Edge1) X

Physical Interface i
(s

» Port Group
Connected Edit

| 0

| Access (One VLAN) v ‘0

VLAN ID: 1 Range: 1-4094

“ Canoel

[Name]: Specifies a name for the port group.

[Type]l: Specifies the type of VLAN interface, Trunk or Access. Trunk port is used for VLAN
trunking or VLAN aggregation. It allows packets that donot carry VLAN information, or carry
VLAN information but VLAN ID is within specific VLAN range; if VLAN ID is not in VLAN
range, packets will be rejected. The packets without VLAN information are allowed to go
through this port.

Access port is used for untagged VLAN. If it receives packets without carrying VLAN
information, the packets will be tagged with specific VLAN IDs, which will be removed when

the packets go out of that Access port. The packets with VLAN information are not allowed
to go through this port.

[VLANID]: Itis required when the type is Trunk.

[PVID]: It is the default VLAN ID that will be tagged on the packets going through the switch
but not carrying VLAN ID.

On the Port Group tab, you may click on the number in Connected column to enter the
following page on which you can add connection to virtual machine, network
device(including router, NGAF and ADC),
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Devices Connected to Port Group (Trunk_All) X

(+) Add New Connection All v . VM or device name Q I

¥ To Virtual Machine Connected to Type

J i To Network Device (2020-03-1...  etho Virtual Machine

2.3.3.2Viewing Edge Details

On the Summary page, you can view the basic information of the edge, and the outbound
and inbound rate of the edge and port group.

Virtual Network > Edge > edge3 Summary Permissions

7 Refresh  [# Seftings ([ Packet Capture

Physical Interfaces Connecting to Physical Network:

Physical
Network m Node/Physical Interface Outbound Bps Inbound Bps

No data available

‘Outbound: 0 bps
Inbound- 0 bps

s SANGFOR

Inbound: 0 bps
‘Outbound: 0 bps

>

VLAN: all
Type: Trunk
Ports In Use: 1

Trunk_All

To reload the current page, click Refresh.

To change edge settings, click on Settings, and then configure physical interface and port
group.
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To capture and analyze packets, click Packet Capture, as shown below:

Interface: Interface
lz‘ Format: [Protocol] [Direction] [Type] <Address=

Expression TCPDUMP expression Protocols: IP, ARP, RARP, TGP, UDP, etc.
Example: IP host 210.27.48.1 and 1 210.27.48.2

Directions: src, dst, dst or src, dst and src

Max File Size: 10 MB (7 Types: host address, network address, port

Logical Operation: not, |, and, && or, ||

Interface: Specifies the interface. The packets passing through that interface will be
captured.

Expression: Specifies expression to filter packets. On the right panel of the Packets Capture
& Analysis page, it displays the expression formats.

Max File Size: Specifies the maximum size of the file. If a file size is larger than the maximum,
capturing packet will stop.

Tasks: This section displays administrator logs, which record various operations performed
by the administrator, such as creating edge. Each log contains the following information:
Status, Action, Start Time, End Time, Username, Node, Object Type, Object and
Operation. To view log details, click Viewin Operation column.

fitual Network > Edge > edge3 Summary Permissions

C' Refresh Action, node, object, descriptic Q| Advanced v

Status Action Start Time End Time Username Node Object Type Object Operation

o Completed Add edge 2020-03-15 17:56:49 2020-03-15 17:56:50 admin( 192.200.19.4) 192168203 edge edged View

2.3.4 Configuring Virtual Switch

On avirtual switch, you can add connection, and broadcast storm prevention.

First, you need to check whether overlay network interfaces(VXLAN) of each node are
configured on a same network segment. If they belong to different subnets, nodes cannot
communicate with each other through a virtual switch. To check overlay network interface
settings, select a node in Nodes, click Communication Interface andthen click on the
Overlay Interface tab to enter the following page:
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Physical Interfaces

Communication Interfaces System Disks

Management Interface C' Refresh # Settings @ Network Interface Planning Tips

An overlay network interface is used for business data transfer across nodes. VIMs running on different nodes communicate with each other through this interface.
Overlay Network Interface v g g

Node Name Overlay Network Interface Interface IP Netmask Driver Type Link Mode MTU VLAN ID
Edge-connected Interface

192.168.20.3 [Ca etht 172.16.90.2 255.255.255.0 igb Auto-negotiation (1000 1600

Storage Network Interface
192.168.204 [Ea etht 172.16.90.3 255.255.255.0 igh Auto-negotiation (1000 1600

Flow Control
192.168.20.5 [ etht 172.16.90.1 255.255.255.0 igb Aute-negotiation (1000 1600

Navigate to Networking page and then drag a virtual switch onto the canvas. To make the
changes take effect, click Apply Changes.

1) The topology has been changed. Click Apply Ghanges to save the changes. Apply Changes

Summary - Switch y

4 switch8 Z

VM
ﬁ Default Group v 33
Edge —
I

Yong_Server 2003_(2020-03-15_17-20-40)

Monitor Center

2.3.4.1 Viewing Switch Settings

Select a virtual switch, you can view its configuration on the right. To configure switch, click
Settings button to enter Settings page, as shown below. On the following page, you can add
connection and enable broadcast storm prevention.

Settings - Switch (switch8) e

Add New Connection v - VM or device name Q I

1 Port VM/Device Name Interface or Port Group Type

p Device

Advanced

2.3.4.2.2  Adding Connection

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
154



On the Device tab, you can add connection to virtual machines and network devices(such as
router, NGAF, ADC, IAM, WOC, and SSL VPN), as shown below:

Settings - Switch (switch8) X

(*) Add New Connection v All v - VM or device name Q I

}!-'_- To Virtual Machine Interface or Port Group Type

p Device

Advanced

D i To Network Device Trunk_All Network Device

To add connection to a virtual machine, select Add Connection > To Virtual Machine, then

select the VM that you want to connectto the switch. Click OK to save the settings. as shown
below:

Select Virtual Machine e
Expand Al [ Collapse All Group v . yong Q I
[] VMName Connected to

= Virtual Machine

E Default Group

+%* Yong_Server 2003 None

+%* Yong_Server 2003 (2020-... None

To add connectionto a network device, select Add Connection >To Network Device, select

the network device that you want to connect to the switch and then click OK, as shown below:
as shown below:
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Select Network Device b4

Expand All E—l Collapse All Device Type v Network device Q I
[] Network Device Interface or Port Group
] [_] edge .
] a edge1 [Trunk] Trunk_All
I edgel 13 [Trunk] Trunk_All
[ A, é edge? [Trunk] Trunk_All
T A G Edge1 [Trunk] Trunk_All

2.3.4.12.2 ConfiguringAdvanced Settings

On the Advanced tab, you can enable and configure broadcast storm prevention which can
help to restrain outgoing packets or block some interface if multicast or broadcast storm
occurson switch. Broadcast storm prevention is disabled by default.

Settings - Switch (switch8) X%

Device
D Broadcast Storm Prevention
p Advanced .
) Settings

To configure broadcast storm prevention, click Settings to enter the following page and
specify threshold.

Settings x

Restrain data transfer rate if the threshold is reached:

Threshold: 40950 Kbps
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2.3.4.2 Viewing Switch Summary

To view detailed settings of a switch, select the switch and click Summary button to enter
switch summary page. Here you can view Basics, Traffic, Statusand Network. You can also

view admin logs on the Admin Logs tab.
S

~

Connection Details
Port Connected To

4 edged
Trunk_All

o Yong_Server 2003_(2020-03-15_17-20-40)
eth0

R Device i Packet Capture
>

Virtual Network > Switch > swilchd.

Summary

s Refresn

[# Setings () Packet Capture

LastHour | Last24 Hours

Device Nama: switchd
i .
Description Edt ntertaces Connectad
- - 1 ———
,,,,,,, 20 ® Inbound: 0 b
Broadcast Storm :
& Qutbound: 0 b
Frevention Enatied

ob

® inbound (Device > Switch) @ Outbound (Switch > Device)

Outbound Bps Outhound Packets Inoaund Packsts

Inbaund Bps Throughput | Pax Yong_S¢ v

t \_Server 2003_(2020-03-15_17-20-40) oops ovps 0pps 0pps

lnhnnﬂd[l;m\:gssuﬁuh) .—Oulbwnd(swiu.h > Device) “
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To reload the current page, click Refresh.
To configure the switch, click Settings.

To capture and analyze packets, click Packet Capture, as shown below:

Virtual Network > Switch > switch8 > Packet Capture

Interface: Interface E‘ .
Format: [Protocol] [Direction] [Type] <Address=

Expression: TCPDUMP expression Protocols: IP ARP, RARP, TCP, UDP, etc
Example: IP host 210.27.48.1 and | 210.27.48.2

Directions: src, dst, dst or src, dst and src

Max File Size: 10 MB (1 Types: host address, network address, port

Logical Operation: not, | and, &&, or, ||

Interface: Specifies the interface. The packets passing through that interface will be
captured.

Expression: Specifies expression to filter packets. On the right panel of the Packets Capture
& Analysis page, it displays the expression formats.

Max File Size: Specifies the maximum size of the file. If afile size is larger than the maximum,
capturing packet will stop.

Tasks: This section displays administrator logs, which record various operations on the
switch, performed by administrator, such as adding connection. Each log contains the
following information: Status, Action, Start Time, End Time, Username, Node, Object
Type, Object and Operation. To view log details, click Viewin Operation column.

Virtual Network > Switch > switchg Summary Permissions
 pete
Status Action Start Time End Time Username Node Object Type  Object Operation
Q Completed Enable broadcast 2020-03-15 23:27:36 2020-03-1523:27:37 admin( 192.200.19.4 ) 192.168.20.3 vsw switch8 View
@ Completed Remove connecte 2020-03-15 22:21:03 2020-03-1522:21:03 admin( 192.200.19.4 ) 192.168.20.3 dsw switch8 View
@& Completed Remove connected network device  21:02 2020-03-1522:21:03 admin( 192.200.19.4 ) 192.168.20.3 dvsw switchg View
@ Completed Remove connecte 2020-03-15 22:21:02 2020-03-15 22:21:02 admin( 192.200.19.4 ) 192.168.20.3 dvsw switchs View
@& Completed Remove connecte. 2020-03-15 22:21:02 2020-03-15 22:21:02 admin( 192.200.19.4 ) 192.168.20.3 dvsw switch8 View
@ Completed Delete Network de. 2020-03-15 22:21:01 20200315 22:21:02 admin( 192.200.19.4 ) 192.168.20.3 dvsw switchg View

2.3.5 Configuring Virtual Router

On a virtual router, you can configure interfaces, VLAN subinterface, static route, NAT,
access control, DHCP, DNS and high availability(HA).

To deploy a virtual router, go to Networking page, enter editing status, drag a virtual router
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onto the canvas and then click Apply Changes, as shown in the following page. To edit
router’s name, select the router and edit its name on the right panel.

(D The topology has been changed. Ciick Apply Changes to save the changes. [JECHVECIELSIEN  Cancel

Summary - Router

g
2 Router2 2
@ Default Group v
Edge -,
o
ﬁ W A m
NICs
Switch
2
@ o Location
Router
Run on Node:
P Router2
@ Interfaces
NGAF
o
& Connected To : -
7T
@
s Connected To- -
ADC
€n
g vWeC9.5
SSLVPN
l: SWI
onitor Gentes

kaizhi_win7

2.3.5.1 Viewing Router Settings

You can configure a virtual router by clicking Settings buttonto enter the Settings page. On
that page, you can configure interface and VLAN subinterface, static route, NAT, access
control policy, DHCP, DNS and high availability(HA).

2.3.5.12.12  Configuring Interface

Onthe Interface tab, you can configure the router's network interface and the corresponding
VLAN subinterface.

Settings - Router (Router2) X

P Interface
Interface VLAN Subinterface

Static Route
(® New

NAT

|:| Mame Descripti... |P Address Nefmask MAC Address Connected To Status Edit
Policy-based ...

[0 etho - - - FEFD:FEF1:CTFF  Select v &
Access Control -

O eth1 = = = FE:FD:FE91:63:1D Select v &

DHCP

DNS

Advanced

To add interface(s), click Add and specify the number of interfaces that you want to add.
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Edit Interface

Enable
Marme: ethi
Description: Optional

IP Address [] Enable IPv4 address
IP Address: Example: 192.168.1.1

Metmask Example: 255.255.253.0

I:‘ Enahble IPv5 address

Support to enable Ipv4 and Ipv6 address in the interface.

Settings - Router (Router2)

P Interface
Interface VLAN Subinterface

Static Route

& New

NAT

Policy-based ___

Access Control

DHCP

DNS

Advanced

Add New VLAN Subinterface
[ Enable

Connected To: Select
Description: Optional

IP Address: [ Enable IPv4 address

] Enable IPvE address

Support to enable IPv4 and IPv6 address.

Sangfor Technologies

O Name Description IP Address

v WLAN D

Netmask MAC Address Status Edit

No data available
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2.3.5.1.2 Configuring StaticRoute

On the Route tab, you can configure a static route, or multiple static routes at a time. Static
route works when the router needs to send packets to various subnets. You may add one
static route at a time or multiple static routes at a time.

Settings - Router (Router2) *

P Static Route

& Add Multiple

[l No. DstIP Netmask Mext-Hop IP Interface Edit

NAT
O 1 0.0.0.0 0.0.0.0 - #

Policy-based ...
Access Control
DHCP

DNS

Advanced

To add a static route, click Add Static Route and configure related fields on the following
page:

New X
Dst IP: IPwd/IPvE address
Metmask/Prefix:  Metmask/Prefix [2ngth

Mext-Hop P: IPvafIPYvE address

Interface: Auto v

Ok Cancel

Dst IP: Specifies the destination Ipv4 or Ipvé address.
Netmask: Specifies netmask corresponding to the destination IP address.
Next-Hop IP: Specifies the next-hop Ipv4 or Ipv6 address.

Interface: Specifies the interface through which data is forwarded.

To add multiple static routes, click Add Multiple to enter the following page:
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Add New Static Routes %

One entry per row. Example:
Dst IP, Netmask, Next-Hop IP

192.168.1.1, 255 265255 0, 192.168 2.1

“ Cance!

One static route per row. Example: destination IP address, netmask, next-hop IP address.

2.3.5.1.3 Configuring NAT Rule

On the NAT tab, you can configure SNAT and DNAT rules. SNAT is used to translate source
IP address of a data packet, while DNAT is used to translate destination IP address of a data
packet and commonly used to publish an internal service on a publicly accessible IP address.

Settings - Router (Router2) >

Interface

Source NAT Destination NAT

) Refresh ® New

Q

|:| Priority Desc... Qutgoing Interface SrcIP DstIP Mapped Src IP Status Edit
Policy-based ...

Access Control

DHCP

DNS

Advanced No data available

To add a source NAT rule, click Add on the Source NAT tab and configure the fields on the
following page:
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Add New SNAT Rule >

E Enable
Description
Interface
Outgoing Interface: Select e
Source
Specified(support [Pl
e 1P @Al @) address only)
Destination
Specified(support [Pl
st 1 ©AH O address only)
Address Translation
Mapped Src IP: @ Outgoing irterface IP @] ST P

address only)

[Enabled]: Select this option to enable the SNAT rule.

[Description]: Specifies description for the SNAT rule.
[Interface]: Specifies outgoing interface through which data is forwarded.

[Source]: Specifies source IP address. Options are All and Specified. If Specified is selected,
only the IP addresses within the specified IP range will be translated

[Destination]: Specifies destination IP address. Options are Alland Specified. If Specifiedis
selected, only the source IP addresses of the packets routed to the specified destination IP
address will be translated.

[Address Translation]: Specifies mapped source IP address. If Outgoing interface IP is
selected, source [P address will be translated to the IP address of specified outgoing interface.
If Specifiedis selected, source IP address will be translated to the specified IP address.

To add a DNAT rule, click Add on the Destination NAT tab, as shown below:
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Add New Destination NAT Rule e

Description:

Interface

Incoming Interface: Select hd
Source

SrcIP: ) Al () Specified
Destination

Dst IP: (@) Incoming interface IP () Specified

Dst Port: TCP v Port number only, e.g., 80

[“Bypass ACL and allow access via incoming interface

Address Translation
Mapped Dst IP:
80

Mapped Port: Port number only, e.g.,

[Enabled]: Select this option to enable the DNAT rule.
[Description]: Specifies description for the DNAT rule.

[Interface]: Specifies the incoming interface through which inbound traffic flows into
intranet.

[Source]: Specifies source IP address.

[Destination]:Specifies destination IP address and port. Destination IP address can be
incoming interface address or a specified IP address. If Incoming interface IP is selected, the
destination IP address will be translated to specified IP address only when the dst address is
matching with the specified incoming interface address. To translate a destination port, you

need to specify protocol, port number and mapped port. To bypass ACL and allow access via
incoming interface, select the option Bypass ACL and allow accessvia incoming interface.

[Address Translation]: Specifies mapped destination IP address and mapped port.

2.3.5.1.4 ConfiguringAccess Control Policy

On the Access Control tab, you can add an access control policy. There is a default access
control policy which can be enabled or disabled but not deleted.
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Settings - Router (Router2) be

Interface
Description, source, destination, s O | Advanced Search v
Static Route
|:| Priority Description Source Desfination Senvice Ac.. St... Edit
NAT
Default Policy All All [all] All(Al protocols &... Allow W

Policy-based ...

P Access Coniro

DNS

Advanced

1-1 of 1 L4 >  Entries Per Page: Page -

To add an access control policy, click Add to enter the following page:

Add New Access Control Policy b'e

Enabled

Description:

-Match Clause

Source Destination

@ Al @ Al

() Interface () Interface

(O Specified (O Specified

Service: Select |£|

- Action

Action: ® Allow ) Reject

Enabled: Select this option to enable the policy.
Description: Descriptive information of the policy.
Filter: Specifies Source and Destination.
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All: Indicates any source or destination IP address.

Interface: Specifies source or destination interface.

Specified: Specifies specific source or destination IP address.
Service: Specifies service, suchas WEB, DNS and other services.

Action: Specifies action against matching packets. To allow the packets, select Allow. To
reject packets, select Reject.

2.3.5.1.5 Configuring DHCP

DHCP is used to automatically assign IP addresses to virtual machines. You can configure
DHCP address pool on the IP Address Pool tab and view status of assigned IP addresses on
the Statustab.

Settings - Router (Router2) *

Interface
IP Address Pool Status

Static Route

(=) Add IP Address
NAT

] Mo. Interface  StartIP End IP Netmask Default Gat..  PreferedD...  Bindi... Status Edit
Policy-based ...

Access Control

» DHCP

DNS

Advanced

Mo data available

To add IP address pool, click Add IP Address on the IP Address Pool tab.

Add IP Address %
Interface: Select hd
Start IP:

End IF:

Netmasic 2652552550

Default Gateway:

Preferred DNS: Optional
Alternate DNS: Optional
Advanced 7
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On the above page, specify Interface, Start IP, End IP, Netmask, Default Gateway,
Preferred DNS and Alternate DNS.

Advanced: You can specify Preferred WINS, Alternate WINS, and Lease. As for Lease, it
specifies the period that allocated IP addresses can be used, as shown below:

Advanced ¥

Preferred WINS: Optional

Alternate WINS: Optional

Lease: 24 hour(s) b
On the Status tab, it displays the following information: Interface, IP Address, Host Name,
MAC, Time Assigned, Lease Expiration and Bindings. To bind IP address with a

corresponding host, click Bind and specify MAC address. Thus, the IP address will be only
assigned to the host with the specified MAC address.

Settings - Router (Router2) x

Interface
IP Address Pool

Static Route
v Search term Q
NAT
No. Interface IP Address Host Name MAC Time Assigned Lease Expiration Bind...
Policy-based ...
Access Control
Advanced No data available

2.3.5.1.6 Configuring DNS

DNS proxy can help to resolve domain names for the devices connected to the virtual router.
To edit DNS server, click Edit.
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Settings - Router (Router2) X

Interface

[] Enable DNS proxy
Static Route t helos to resolve domain na

NAT o

Policy-based . ..

Access Control

Freferred DNS: -

DAlHP Alternate DNS: - B

» DNS

2.3.5.1.7 ConfiguringAdvanced Settings

On the Advanced tab, you can enable high availability (HA) and specify a node to run the
virtual router.

Settings - Router (Router2) X

Interface
Static Route Router high availability indicates that upon failure of this route
NAT

Policy-based ...
Reuter Running on Node

RS g Choose a specific node to run the router or have it chosen automatically

DHCP

DNS

P Advanced

To enable HA, select the option HA. If HA is enabled, a second router will be built on another
node and synchronize data in real time. If one node fails, the second router will take over
seamlessly. However, synchronizing data between the two routers will consume extra
network bandwidth.

Without high availability enabled, the router will still recover to asecond node, butit will take
longer to get up and running.

[Router Running on Node]: By default, the node where the router runs is automatically
selected according to the settings on the following page. You can change the current node
running the router as per your need.
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Router Running on Node 5

Current Node
Mode: 192.168.20.37
Standby Node

It fails over fo the selected node when the current node fails:
@ Select node based on performance
O Select node based on priority

() Add New Node T

[]  Priority Node

Mo data available

2.3.5.2Viewing Router Summary

You can view detailed information of a virtual router by selecting the router and clicking
Summary button. On the Summary page, it displays Basics, Traffic, Status and Network.
On the Admin Logs page, it displays administrator logs.
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Default Group v &5

Location

Run on Node: 200200.5.105

vlan20

Interfaces

[¢5 etho
Connected To : Edge1

£ et

Connected To : switch1

[ eth2

Connected To : -

Cheneyredhat

LastHour | Last 24 Hours

Davice Name: Rauter1 |

Devices Connected | Total
Description Ear I
Type: Router 2/2
Fun on Node: 192.168.20.35
DNS Prosy: Enabled Physical Network Connactad Via
HA Enabled Edge1

b 100 Mb

200 MB 300 MB 400 Mp 500 Mb 600 MB 700Mb 8OO Mb

® Inbound (Device > Router) @ Outbound (Router > Davice)

Status Interface Outiound Bps

Inbaund Bps Outbound Packets Inbound Packats

bl F T e LastHour | Lest 24 Hours
" b 163.94 Keps 0ppe 123 pps 300Kbps
= i1 oo - e -
200Kbps
100KDps
e

540 15:50 16:00 1810 16:20

Inbound (Device > Router) — Outbound (Rauter > Device)

To reload the current page, click Refresh.
To configure the virtual router, click Settings.

To capture and analyze packets, click Packet Capture, as shown below:
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al Network > Router > Router1 > Packet Caplure

Interface <Select> h
Format: [Protocol] [Direction] [Type] =Address=

Expression: TCPDUMP expression Protocols: IP, ARP, RARP, TCP, UDF, etc
Example: IP host 210.27.48.1 and 1 210.27.48.2

Directions: src. dst, dst or src, dst and src

Max File Size: 10 MB (1) Types: host address, nefwork address, port

Logical Operation: not, |, and, &%, or, ||

Interface: Specifies the interface. The packets passing through that interface will be
captured.

Expression: Specifies expression to filter packets. On the right panel of the Packet Capture
& Analysis page, it displays the expression formats.

Max File Size: Specifies the maximum size of the file. If afile size is larger than the maximum,
capturing packet will stop.

Admin Logs: This section displays administrator logs, which record various operations on
the router, performed by administrator, such as adding an interface. Each log contains the
following information: Status, Action, Start Time, End Time, Username, Node, Object
Type, Object and Operation. To view log details, click Viewin Operation column.

Virtual Network > Router > Roulert
C' Refresh
Status Action Start Tme EndTime Username Node Object Type Opject Qperation
@ Completed Add router 2020-03-13 14:25:05 2020-03-13 14:25:08 admin( 192.200.19.83 ) 192.166.20.36 Status @ Completed D view
© Failed Add router 2020-02-20 112613 2020-02-20 112615 aamin( 152.200.19.122) 192.168.20.36 Action Addrouter View
Stert Time:  2020-03-13 14:25:05
EndTime: 20200313 1425:08
Username admin( 192200.19.68 )
Node: 102.168.20.36
Obiect Type: Virual router
Obiect Routert
Description

2.3.6 Configuring Virtual Network Device

Currently, the virtual network devices(NGAF, ADC, IAM, SSL VPN and WOC) could be
deployed into virtual network in Networking.

Navigate to Networking and click Templates, as shown below:
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Topology Distributed Firewall

£ Edit C' Refresh & TestConnectivity [ Devices E Templates W Recycle Bin

2.3.6.1 Uploading Template

In Networking > Templates, you can upload the .vma file of a virtual network device. To
upload a template file, click Upload, select the vmafile that you want to upload, and specify
datastore. Then click Upload to start upload.

Networking > Templates

@ Upload

Tempiate Name Version Datastore Storage Policy Last Update
> ADC
D NGAF

b 1AM

OooOo0o0oaog

D SSLVPN

Datastore: ISCSI g

Upload

If the template file is uploaded successfully, you will see its information in the template list,
as shown below:

Virtual Network > Templates

@ Upload

[J Template Name Version Datastore Last Update
[0 4 NGAF
O AF8.9R1_20160912 6.9R1 Datastore_2_copy 2016-09-12 11:07:11

To create a virtual network device, drag the virtual network device onto the canvas and
configure the basic information, then click Apply Changes.

2.3.6.2 LicensingVirtual Network Device
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After a virtual network device is created, you need to license it before using it.

& =y Connected 10 -
*.,% 2 L eth2
-,?9_‘ Default Grous . =ﬁ Connected To : -
Defsule Gr
eth3

Connected To : -

To license virtual network device, click Licensing button, as shown below:

NGAF Licensing b4
Device Name: NGAF1
Licensed Hardware Usage
Configuration Standard:  100Mbps A
. |
Licensed Resources
Branch VPN Sites: 0
SSL VPN Users 0
Server Access Verification: Licensed Resource Usage
Mobile VPN Users 0

Licensed Features

“ cancel

Device Name: Displays the name of the virtual network device.

Config Standard: Specifies bandwidth for the virtual network device.

Licensed Resources: Specifies licensed resources of the virtual network device.
Licensed Features: Displays licensed functions.

When the virtual network device is successfully licensed, it will be automatically restarted
and then you will see the Web Console and More buttons on the right panel in Networking.
To perform more operations against the virtual network device, click More, and select an
operation, such as Shut Down, Power Off, Backup, Recover, Migrate and Clone, etc.
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[ eth3

Connected To : -

[> PowerOn

[ etha

Connected To - -

IjI‘! Esy| Backup
ethb
Lx]

P
L) Recover
Connected To : -

& Migrate

Summary [ Clone

@ SANGFOR | nGar

Navigation 88l | Configuration Wizard
S () W @’
System
Security Status s Jrent s
) (7ransP
RT Vulnerability Analysis |

Security Events

Traffic Ranking g (=] a ()
o e®® af=

Abnormal Traffic = Q Q

Top Sesslons QQ QQ QQ

Affiliated Source Lockout
» Network
» Security Databases
sivel Route mode Bridge mode Mirror mode
» Objects

It works as a layer 3 security appliance and is It works as a layer 2 security appliance and does 1tis connected to the mirror port to perfor
» Users deployed where the trusted zone, untrusted zone not require any change to the existing network monitoring and does not require any changy
b and DMZ(optional) meet topology. existing network topology.

» Firewall < >

da

2.3.6.3 Configuring Virtual Network Device

To configure a virtual network device, select it and click on Settings button to enter settings
page, as shown below:

Settings - NGAF (NGAF1) %
P Interface i
Edit
Configuration
Interface 4 IP Address Netmask MAC Address Connected To Status ‘
Location
ethd - - FE:FC:FE:91:B5:25 Select v
(EIEET ethl = = FE:FCFETD:6AAF  Select v
eth2 - - FE:FC:FEBE:80:55 Select V4
eth3 - - FE:FCFEFCF9:6E  Select v
ethd - - FE:FCFES9:ABES Select v
eth5 = = FE:FC:FE:33:0E:30 Select v
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2.3.6.3.12  Configuring Interface

On the Interface tab, it displays the following information: Interface, IP Address, Netmask,
MAC Address, Connected To and Status. To change number of interfaces, click Edit.

=

Q Mote: Number of interfaces can only be increased.

Interfaces:

Mew Mame:

FE:FCFE:

To enable an interface, click on the v icon. To disable an interface, click on the ®
icon.

2.3.6.3.2 Modifying Configuration

Hardware configuration is displayed on the Configuration tab, including CPU, memory and
disk.

Settings - NGAF (NGAF1) be
./ Hardware configuration of the virtual network device is determined by license. To change the configuration, re-activate the license in a different
P Configuration method.

Location & cPu 2 core(s)

Advanced W Memory: 4 GB

= Disk: 64 GB

On the above page, you can modify hardware configuration on the right.

A
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Hardware configuration can only be set higher.

2.3.6.3.3 ChangingLocation
On the Location tab, it displays the datastore where the virtual network device is stored and

the current node running the virtual network device.

Settings - NGAF (NGAF1)

Interface
Datastore: VirtualDatastore1

Configuration

Rumon Node:  <Auto>

P Location

To change the current location, click on the Change button to enter the following page and
specify destination location.

Change X
@ seiect Location Type @ specity Dst Location
Current Location Destination Location
Datastore VirtualDatastore1 v Datastore VirtualDatastore1 ~
Storage Policy: 2_replica v Storage Policy: <Use original storage polic v
Mode: <Auto> v Node: <Auto> v

|:| Power on virtual machine upon migration completion

Asshown above, the currentlocation isdisplayed onthe left side and the destination location
can be specified on the right side.

A

If the destination datastore is not shared, HA will not be supported.
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2.3.6.3.4 ConfiguringAdvanced Options

To have the virtual network device power on upon node startup, select Power on at node
startup. High priority can ensure that the virtual network device has enough resources even
when overall resources are inadequate. Reboot if error occurs enables virtual device to
restart automatically when it is not responding due to stuck. HA enables virtual network
device to be migrated to another node when the working node fails.

Settings - NGAF (NGAF1)

Interface

Configuration Power on at node startup

Location High priority (ensure resources even overall resources are inadequate

» Advanced Reboot if fault occurs (reboot if NGAF is not responding due to stuc

HA (Migrate to another node if the node fails HA Settings

To configure debugging options, click Debug to enter the following page. On that page, you
may select Disk write caching, which enables files on disks to be loaded to memory so as to
improve disk 10 performance.

[] Disable Pause-Loop Exiting .

2.3.6.4ViewingVirtual Network Device Summary

You may view detailed information of virtual network device by selecting that device and
clickihng Summary button. The following information are displayed on the Summary page:
device status, sessions, connection status, and inbound and outbound rate. On the Admin
Logs page, you canview detailed operation logs.
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Metwarking > Devices > NGAF08 Summary Summary

T Refresh {2y Web-Based Console [ shutDown  [2) Backup (2 Settings

Devics Name NGAFOS

Description: Edt

Troe: NGAF

Datastore: 182.200.19.18;182.200.19.18

Storag 2_repiica_nigh_perfomance

Run on Nade: 192.20019.19 i ] LG
Free. 168 GB

Deployed from Tempiate:  AF7.1R3_20170830 (V 7.1R3)

Licensing

Last Hour | Last 24 Hours

0 10 s 2250 0 5 231 15 s 5
e .........._____________________________________________________________________|
Status Intertacs s Outoaund Bps Inbound Bps Outoaund Packets Inbound Packets
3 #IN0 (10251251 251) oops opps 0pps opps
[ #n1(10.123123.1) 278 KBps 369 KbpS. 2pps 3p0s
= #IN2 (182 168 19.115) 803 Kups 13.13 Kpps 10pps 18 pps
a2 #Ih3 (10.124.124.1) 0bps Obps 0pps 0pos

rougnput | Packets | ain v LastHour | Last 24 Hours

Inbound  — Outbaund

Onthe above page, you can perform the following operations: Refresh, Web-based Console,
Power On, Shut Down, Backup, configuring Settings, Licensing. Click More to perform
more operations, such as Power Off, Migrate and Clone.

2.3.7 Distributed Firewall

Distributed firewall is supported starting from Sangor HCI 5.2 version, which can achieve

control over access to any node based on virtual machine IP address, virtual machine, VM
group or VM tag.

Topology Distributed Firewall

# Edit C' Refresh & Test Connectivity [ Devices E Templates B Recycle Bin
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To configure a firewall rule, click Distributed Firewall in Networking and then click New to
enter the following page.

Add New Rule bt
Enabled
Name:
- Match Clause
Seurce Destination
(@ Any IP address @ Any IP address
() Specified IP address () Specified IP address
IP Groups W E‘ IP Groups W E
() Specified VMs () Specified VMs
Virtual Macl » E‘ Virtual Macl » E
Service: Select E
Adction: @ Allow () Reject

To enable firewall rule, select Enabled.
Name: Specifies a distinguishable name for the firewall rule.

Match Clause: For Source and Destination, options are Any IP address, Specified IP
address, Specified virtual machine. If Specified IP address is selected, you may select IP

Groups or IP Addresses. If Specified virtual machine is selected, you may select Virtual
Machine, VM Group, or Tags.

Service: Specifies service(s) to which the firewall rule applies.

Action: Specifies action to matching service, Allow or Deny.

2.3.8 Viewing Virtual Network Devices

Topology Distributed Firewall

[ Exit C Refresh & Test Connectivity |B Devices| EH Templates B Recycle Bin

In Networking > Devices, there lists the following virtual network devices: virtual switches,
edge, virtual routers, NGAF, IAM, vADC. The Basics tab displays the following information:
Status, Name, Outbound, Inbound, Interfaces, Total Interfaces, CPU Usage, Memory
Usage, Storage Policy.
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Basics Permissions

O st Name Outbou Inboun Interfaces Total Interf CPU Usage Memory Usage Storage Policy
0O @  Lebsvitens 0 bps 0 bps H =
[0 @  VPC_iflesl WAN Subnet _b4190d5137 0bps 0bps 2
O 0 Switch-3__603d02b390 0bps 0bps 2
[0 @  swiche 0bps 0 bps 2
O ] test2__47bi3dR82 0bps 0bps 1

Virtual network devices can be created and added to different groups so that they can be
managed by sub-administrators with different permissions.

%1 View By Group v ) Retresn [¥] NewGroup [Z Move [> poweron [] shutpown (1) poweron [B migrate T petete

[ Vitual Network Device(163) -] O s Name Outhou. - Inboun Interfaces Total Interf. CPU Usage Memory Usage Storage Policy

[ shutpown (1) powerorr [l Migrate T Detete

%8 View By Group v €3 Refresh S R

[> Poweron

= Basics pemissions
5] @ Virtual Network Devica(163) Administrator Group Permissions Creator Edit

88 yono0) admin Defaut Group Admin Yes

(e ) calvin Default Group Admin No 24
sengyuan Default Group Admin No Z
t Default Group Admin No Z

2.3.9 Testing Connectivity

Test Connectivity tool helps administrator to quickly and easily troubleshoot network issues,
which just requires administrator to specify source and destination addresses. To test
connectivity, specify a source virtual machine and destination IP address, then click Start, as
shown below:

Test Connectivity
Virtual Machine:  Yong WinServer2016 [ > |8sss

o The virtual machine (Yong_WinServer2016) failed to ping destination |P address (8.8.8.8). Please check the network connection.

Virtual Machine: Yong_WinServer2016 [+

Node: 192.200.19.18
Cross Any Node No

A

To test connectivity from a virtual machine, that virtual machine must be powered on and
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installed vmTools.

2.3.10 Virtual Network Topology

In HCI6.0.1 version, it supports auto layout, saving layout changes, restoring and exporting
topology, and selecting all pages.

-: Auto layout enables objects on the topology to be displayed in an optimal way
based on specific algorithms.

hessage X

Are you sure that you want to apply auto layout to this
topeology?

Auta layout will autammatically re-calculate position of ohjects on the topolagy and
make the ohjects displayed in an optimal way based on a specific algarithm.
Iote that the topalagy cannot be restored to the current one once auta layout is
applied. Click the buttan below to save the current topology it necessary.

[ save the current topalogy

Canfirm

Before applying auto layout, you may save the current topology and then click OK to start
applying auto layout.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
181



1 User

® g g & @ . @
Zarvar ‘ ' _ ‘ EBranch Ussr PR Sarvar = Ussr =3 Zarver HOQSMRm 2 Erancn Ewitsn 2

Lab NGAF Set 2 Lz NGAF Set 2

Topology can be saved, restored and exported.

To save layout changes, you may click on ﬂ

To view topologies, you may click on .

To export the currenttopology, you may click on E

A

Connections cannot be restored once deleted.

To select all object that are connected to edge, select All pages,as shown below.
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Delete

2.4 Storage

In Storage, there are three pages: Summary, Virtual Storage and Other Datastore.

% SANGFOR aCloud Home Compute MNodes Reliahility

Surnmary Wirtual Storage Other Datastores

2.4.1 Storage Summary

On the Summary page, it displays the following sections, Status, Storage Usage, Realtime
Status, Performance of Virtual Storage, Unread Alarms and Task Status.

itual Datastores Otmer Datastores Unread Aarms Ongging Tasks Raw Capacity 2878

® Used 161 T8 (66%)
Storage Usage
1 2 1698 0 66 . P
o Z-replica Siorage Capacity 18TE
® Allis normal ® Allis normal Virual Datastores 0 Data Rebuilding
Other Datastores 1688 Data Sync

Data Balancing
Disk Data Repairing

VirtualDatastore! v I0Spesd  [Olalency  Siorage Usage  CacheHiRate  Node Hit Rate Period: Last 10 minutes ~

o~ /\_ ~ Il A }/ e _\//— / _‘__1/\/\7_//'\/'-‘.‘ P /\\—"\.'L,f/ - = . /_K.V_i__\r"/'-b/\
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Status: This section displays the number of virtual datastores and other datastores, the
status of those datastores, the number of unread alarms, and the number of ongoing tasks,
as shown below:

Wirtual Datastores COther Datastores Unread Alarms Ongoing Tasks
® Allis narmal ® Allis normal Wirtual Datastores 1] Data Rehuilding
Other Datastores 1698 Data Sync

Data Balancing

o o o o

Digk Data Repairing

Storage Usage: This section displays the storage usage of the entire HCl, including the total
number of storage, the quantity already used, and the unused quantity. as shown below:

Raw Capacity 20TB
® Used: 19.1 TH (6E%)

Storage Usage
Available: 9.9 TH (34%)

66«

2-replica Storage Capacity 497TH

Realtime Status of Other Storage: This section displays the name of datastore, storage
type, datastore capacity and usage, read and write speed, the number of virtual machines
stored on the datastore, and the number of running virtual machines, as shown below:

Datastore Status Type Total Usage Read Speed Virite Speed is (1) Running W ()
Lacal-storage @ Mormal Local storage 44208 1 3% 0Brs 06l 0 0

lscal @ Normal iscsl 49568 4% 08ss 13.3 KBfs 18 7

Performance of Virtual Storage: This section displays IOPS, IO speed, 10 latency, storage
usage, cache hit rate, and node hit rate of different datastore in different period, as shown
below. On the following graph, you may view IOPS, 10 Throughput, 10 Latency, Storage
Usage ,Cache Hit Rate and Node Hit Rate.
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VirtuaiDatastore! v [EEEH osoees | 0isteney | siorageusame | CarheritRate  Noe HiRate Poriod: Last 10 minutes -
s
2020-03-17 10:36:50 P /,\. o
® 10 Reads: 521 10PS —_— VA S\ s N _ WAl —~— )
Lo A RS Ve D N T L SN
1 ® 10 Wirtes: 361 10PS. N s S — \/ e - N ~ - N~

o

700 03I 103900 09m30 10390 03930 104000 04n30 104100 w430 10aze 04z30 104300 10w330 Q4a00 104430 04500 104530 04500 10463

10 Reads  — 10 Writes

To specify Period, you canchoose Last 10 minutes, Last hour, Last 4 hours, Last 24 hours,
Last 7 days, or Specified to customize a new period, as shown below:

Period:| | ast 10 minutes v
Last 10 minutes
Last hour
Last 4 hours

Last 24 hours

Last ¥ days
“ O\ Specified
Time Range b
StartTime:  2020-03-16 oo
EndTime:  2020-03-17 oo:oo A

IOPS: Indicates virtual storage input/output operations per second, which represents 10
performance of virtual storage.

YintualDatastorel v 10 Speed 10 Latency Storage Usage Cache Hit Rate Mode Hit Rate

IOP5
1500

1000

. / \ - _J ) —
o N Ve

10:38:00 10:38:30 10:32:00 1032030 10:40:00 10:40:30 10:41:00 10:41:30 10:42:00 10:42:30 10:43:00 T0:43:30 T0:44:00

10 Reads — 10 Writes

10 Speed: Indicates bytes read or written by virtual storage per second, which represents 10
throughput of virtual storage.
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YirtualDatastorel v 10 Latency Storage Usage Cache Hit Rate Mode Hit Rate

95537 MBS

4763 ME s [

DAV

0E/s — e AN - — - — - =
T0:38:30 10:39:00 10:39:50 10:40:00 10:40:30 10:471:00 10:41:30 10:42:00 10:42:30 10:45:00 10:43:30 10:44:00

10 Read 10 Write

IO Latency: Indicates how long it takes for virtual storage to perform each write/read
operation. Through 10 latency trending graph, you may know storage 10 load. If IO latency
increases, it indicates that 10 request is in queue and |0 performance becomes poorer.
Generally, it indicates that IO load is low if the average 10 latency is less than 3oms and that
IO load is normal if the average 10 latency is less than 6oms.

WirtualDatastore ~ 10PS 10 Speed Storage Usage Cache Hit Rate Mode Hit Rate

2020-03-17 10:3%:30
10 @ |0 Read: 2 ms
@ |0 Write: O ms

'\, |

0 \ ¥ — \ ¥
10:35:00 10:38:30 10:39:00 10:39:30 10:40:00 10:40:30 10:41:00 10:41:30 T0:42:00 10:42:30 10:43:00 10:43:30 10:44

10 Read 10 Write

Storage Usage: Indicates virtual storage usage. The total size of used and free storage
capacity, marked in different colors, means the total storage capacity. The above figure
indicates that the total storage capacity becomes larger for new disks have been added.
Storage capacity will increase if a new node is added. As used storage space increases,
available storage space decreases. The storage usage trending graph can record storage
usage in the last 5 years at most. In that case, storage usage data is recorded once a day.
Through the storage usage trending graph, customers can predict the need of expanding
storage capacity in the future.
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Cache Hit Rate Mode Hit Rate

YirtualDatastore1 . 0P 10 Speed 10 Latency

20719-08-10 02:05:53

353 @ Free: 21.27 TB

® Used  7.37 TE
Irwalid Capacity: 0 B

18.19TE

2019408 20189/09 2019410 201841 2019412 20zofm

® Free  ® Used Invalid Capacity

Cache Hit Rate: A cache hit occurs when the requested data is found in SSD, while a cache
miss occurs when the requested data is not in SSD and should be returned from data disk.
Cache hits to read operations means cache hit rate. Cluster Hit Rate graph shows the overall
cache hit rate in the cluster in the last 7 days.

WirtualDatastore? v 10P3 10 Speed 10 Latency  Storage Usage Cache Hit Rate MNode Hit Rate

100%

758

12:00 Z020¢03/11 1z.00 z0zogosne 12:00 2020403013 12:00 z0zofos4 1z.00 2020403015

Cache Hit Rate

Bar graph of Node Hit Rate shows the average hit rate of different nodes.

WinualDatastorel v 10PS I08peed | IO Latency  Storage Usage  Cache HitRate Mode Hit Rate

2020-03-10 10:45:00
@ 102.200.15.18: 87 %

100%

o
192.200.19.19 Hit Rate @ 192.200.19.18 Hit Rate

Unread Alarms: This section displays unread alarms, and you can click to view
those alarms in details.

Task Status: This section displays the ongoing data sync and data balancing tasks, and you

can click o view details.

Objact Tirmestamg Descrption Object Status Action Virusl Datastore Prograss
1927001918 2020-03-10 16:20.47 Emor exists on host <182 200 18 19>, disk Disk §, emor iype_ disk
1922001919 2020-03-1016:20:39 Emor exdsts on host <192,200.19.19=, disk Disk 2; emor type: disk
Iscs1 2020-03-05 165.02.56 Hode (182.20019.18)'s datastore (ISCB0) is disconnected. Please. Mo data available
15C81 2020-03-0515:02.36 Hode (192.200.19.18)'s datastore 0SCSN Is disconnecied, Please.
1scsi 2020-03-05 14:32:54 Node (18220019 19)'s datastore (SCS0) is disconnected. Please.
Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
187



2.4.2 Virtual Storage

Sangfor virtual storage (later renamed Sangfor aSAN)) is storage virtualization software
developed based on distributed file system, to adapt to the trend of storage virtualization.
Currently, aSAN software is embedded into Virtualization Management Platform (VMP),
through which all hard disks (except for system disk) on the physical machines in a cluster are
managed together.

On the Virtual Storage page, there are four tabs, Virtual Datastores, Shared Disks, iSCSI
Virtual Disks and Physical Disks, as shown below:

3 Refresh @ New B Bpand Capacity () Advancec

Name Status Dstastore Type Capacity 10 Speed Nodes Disks WMe Opesation

Raw Capacity. 2078, Ava... Vit 4.4 MBS
— Read: 7.6 Mals

2.4.3 Virtual Datastores

Storage of a cluster with 6 or more than 6 nodes can be divided into different virtual
datastores, so as to meet requirements for 10 data and performance segregation for
different businesses. Each resource poolis a virtual datastore.

On the Virtual Datastores tab, it displays name, status, total capacity, usage, read and write
speed, number of replicas, nodes, disks and virtual machines, as shown below:

Capacity 10 Speed

Raw Capacity. 2078, Ava... Vit 4.4 MBS
— Read: 7.6 Mals

To view detailed information of a virtual datastore, you may click on the name of the virtual
datastore. Fordetails, you may refer to the Error! Reference source not found..

To view disks in detail and manage disks, you may click on the number under Disks. For
details, you may refer to the Error! Reference source not found. section.

To view details of the virtual machines, you may click on the number under VMs, as shown
below:
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Wivtware vCenter

— —
p = Select |=Sortv  eesMore

= - DefauliGroup(0)

CPU Usage CPU Usage 9%

CPU Usage CPU Usage 1% CPU Usage 26%

Memory Usage Memory Usage Memaory Usage 14% Memaory Usage 16% Memory Usage 20%

Disk Usage Disk Usage 3%

Disk Usage

Disk Usage 37%

Disk Usage

2.4.3.1 Creating Virtual Datastore

To create a new virtual datastore, there must be at least three nodes. There are four steps to
create a new virtual datastore: 1) Specify basic information 2) Select node(s) 3)Specify use of
disk 4)Confirm configurations. The following illustrates the creation process in details:

Create Virtual Datastore *

© easics o Select Node o Use of Disk B Confirm

1. Specify basic information for the virtual datastore. You should specify virtual datastore
name and number of data replicas, 2 replicasor 3 replicas.

2 replicas (recommended): Indicates that all data has two replicas stored on two nodes
respectively. Total disk space should be doubled to ensure certain amount of space
available.  Featuring rapid data reconstruction, rapid backup and continuous data
backup (CDP), this solution caters to majority of the scenarios and offers a balance on
costs and data safety.

3 replicas: All data has three replicas stored on three nodes respectively. Total disk space
should be three times to the actual space.
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Create Virtual Datastore

o Basics o Select Node o Use of Disk o Confirm

Virual Datastare Name: “irtualDatastored
Tupe: (@ Ordinary datastore

() Stretched datastore
A stretched datastore is applicable to active-active data center scenario where nodes are deployved
intwo server rooms. Associate the nodes with the stretched datastore and add nodes in server

roorms to prirmary and secondary fault domain respectively.

Data Replicas (@) 2 replicas

All data has two replicas stored on two nodes respectively. Total disk space should be doubled to

ensure certain amount of space available

3 replicas (Mot available when the number of physical nodes is less than 5.3

2. Select node(s) that you want to add to the virtual datastore.

There is a list displaying node information such as node name, node IP address, number
of SSDs and HDDs. You should select the node(s) from that list that you want to add to
virtual datastore. Note that at least three nodes are required to create a virtual datastore.

Create Virtual Datastore

o Basics o Select Node ° Use of Disk o Confirm

2 nodeis) selected

Select and Add Mode to Virtual Datastore

MNode Mame MNode P S5Ds HDDs
192.168.20.191 192.168.20.191 1 2
192.168.20.192 192.168.20.192 1 2

Best Practice: Associate a maximum of 12 nodes with a datastore.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
190



3. Specify use of disk.

In this step, you will see the following information of discovered disks(system disk is not
listed): disk name, disk type, disk size and use of disk. Then, you should specify use of

those disks. Disks that are added to virtual storage can be used as data disk, cache disk
or spare disk.

Data disk: Itis used to store disk data files of virtual machine and create virtual disk. Its

capacity should be greater than or equal to 200GB.

Cache disk: It is used for caching, to improve performance of virtual storage. SSD is often
used as cache disk. Its capacity should be greater than or equal to 100GB. Since version

HCl5.3, SSD cannot be used as cachedisk to add to virtual datastore if it is not an SSD for

data center, and storage performance may be affected without cache disk.

Spare disk: Itacts as backup of data disk on virtual storage, and is always ready to replace

the data disk when it fails. Once the failed disk recovers, it returns to spare disk. Its

capacity should be greater than or equal to 200GB.

If none of the above uses is selected fordisk, it may not associate with virtual storage.

Create Virtual Datastore X

o Basics o Select Node o Use of Disk e Confirm

E]l collaps &) Restore Defaults

~ Mode: 192168201592 Data disk: 2 Cache disk:1
Disk G... Disk Type Disk Size Use of Disk Operation
Disk 0 550 223.57 GB Cache disk
Group 1 Disk 2 HOD 1.827TB Data disk Edit Delete
Disk 1 HOD 1.827TB Data disk  w
* MNode: 192.168.20.191 Data disk: 2 Cache disk:1
DiskG... Disk Type Disk Size Use aof Disk Operation
Disk 0 55D 223.87 GB Cache disk
Group 1 Digk 1 HDD 18278 Diata disk  w Edit Delete

4. Confirm configuration.

After configuring use of disk, you need to type admin password to confirm the operation
of creating virtual datastore.
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Create Virtual Datastore

2.4.3.2 Expanding Capacity

0 Basics o Select Node o Use of Disk o Confirm
Confirm Configufation of Virtual Datastore {YirtualDatastored):
Available Space Total Space Modes Replicas
Wirtual Datastare:
kode Mame Disk Groups Cache Disks Data Disks Spare Disks Free Disks Total Space
192.168.20192 1 1 2 1] 1] 364 TH
192.168.20191 1 1 2 1] 1] 364 TH

Capacity of a virtual datastore can be expanded by adding more nodes or disks to it. Before
expanding capacity via node, storage network interface of the new node should be specified.
Steps of capacity expansion include the followings: 1) Select virtual datastore for which you
want to expand capacity 2) Select a type to expand capacity 3) Specify use of disks 4)Confirm

configurations.

Expand Capacity

o Select Virtual Datastore

1. Select virtual datastore.

o Expand Type

X

o Use of Disk o Confirm

There is a list displaying information of virtual datastore: datastore name, total capacity,
free space, the number of nodes, the number of disks that have been used and the
number of free disks. From the list, select the datastore for which you want to expand

capacity.
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Expand Capacity X

o Select Virtual Datastore o Expand Type e Use of Disk o Confirm

Select the virtual datastore for which you want to expand capacity.

MName Total Capacity Free Space Nodes Disks Used Disks Available

(O VirtualDatastore1 1811 TE 1572 TB 3 17 1

2. Select the to expand capacity. You may select Expand capacity via node or Expand
capacity via disk. If Expand capacity via node is selected, the following page will be

shown:

Expand Capacity X
Q Select Virtual Datastore o Expand Type e Use of Disk o Confirm

Expand Typs:

(® Add new nodes () Add new disks

Select any of the following nodes to add to the virtual datastore (VirtualDatastore1). 0 node(s) selected

Select any of the following nodes to add to the virtual datastore 550s HDDs

(VirualDatastore1).

No data available

Best practice: 8-12 nodes corresponding to one virlual datastore.

If Expand capacity via disk is selected, the following page will be shown:
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Expand Capacity x

0 Select Virtual Datastore o Expand Type o Use of Disk o Confirm

Expand Type:

(O Add new nodes (@) Add new disks

Select any of the following nodes with free disk to add to the virtual datastore :

|:| Mode Name |P Address Disk Groups Free 35Ds Free HDDs

[0 192.168.20.4 192.168.20.4 2 0 1

3. Configure use of disk.

In this step, you will see the following information of available disks(system disk is not
listed): disk name, disk type, disk size and use of disk. Then, you should specify use of
those disks. Disks that are added to virtual storage can be used as data disk, cache disk
or spare disk.

Data disk: Itis used to store disk data files of virtual machine and create virtual disk. Its
capacity should be greater than or equal to 200GB. The number of data disks should be

multiple of the data replicas, or else some data disks cannot be added to virtual
datastore.

Cache disk: It is used for caching, to improve performance of virtual storage. SSD is often
used as cache disk. Its capacity should be greater than or equal to 100GB. Since version
HCls.3, SSD cannot be used as cache disk to add to virtual datastore if the SSD is not an
SSD fordata center, and storage performance may be affected without the cache disk.

Spare disk: Itacts as backup of data disk on virtual storage, and is always ready to replace
the data disk when it fails. Once the failed disk recovers, it returns to spare disk. Its
capacity should be greater than or equal to 200GB.

If none of the above uses is selected fordisk, it may not associate with virtual storage.
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Expand Capacity X

Q Select Virtual Datastore 0 Expand Type o Use of Disk o Confirm

Expand Al [ Collapse Al [Z, Edit About Disk Group @

- Node: 192.168.20.4 Data disk : 4 Cache disk: 2

Disk Group Disk Type Disk Size Use of Disk
Disk 1 35D 447 13 GB Cache digk

Disk Gro.... Disk 4 HDD 364TB Data disk
E Digk 2 HDOD 364 TE Data disk
Disk 0 55D 44713 GB Cache disk

Disk Gro.... Disk5 HDD 364 TB Data disk
Disk 3 HDD 364TB Data disk

4. Confirm configuration.

After configuring use of disk, type virtual datastore name and admin password to confirm
capacity expansion operation.

A

Note that node or disk that has been added to virtual datastore cannot be removed, and
disk will be formatted and emptied once the capacity expansion operation is confirmed.
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Expand Capacity X

0 Select Virtual Datastore 0 Method Q Use of Disk o Confirm

Confirm Configufation of Virtual Datastore (vs_vol_rep2):

1.41TB _ 479.63GB | 959.96 GB 0

Total Current Increased MNew Nodes
Type Dizks Total Capacity

Spare disk 0 0B

Cache disk 3 360 GB

Data disk g 2TB

Free disk 0 =

Confirm Disk Expansion (once added, node or disk cannot be removed and disk will be formatted and emptied)

Virtual Datastore Name:

Type admin Password:

2.4.3.3 Configuring Advanced Settings

In Storage > Virtual Storage > Virtual Datastore, you may click Advanced to configure
more. On the Advanced page, there are Data Balancing, Data Rebuilding ,Storage Area
Network , VM Running Across Datastores and Intelligent Rate Restriction, as shown
below:
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Advanced

' When the systermn detects that disks are not evenly used, it will conduct data balancing to move part of
data from highly-used disk to lowly-used diskto make best use of resources on each node.

Dl Bl Select a period that business is not busy for Schedule, and the systemn will conduct data balancing
Data Rebuilding SR LR
Wirtual Datastore Status Schedule (Every day) EditAll
YirualDatastore @ Enabled 0000w - 0500

25 Metwork

Running .

Intelligent Rate Restriction

In-memary

Data Balancing: You can create data balancing task for different virtual datastores. After the
task is created, available storage space of each node will be restricted within a certain range.
If the remaining storage space is below a certain range, the data balancing task will be
executed automatically to have VM files stored on the node short of resources moved to
another node. Data that have been migrated will be evenly written into each disk so as to
keep disk usage balanced.

' When the systemn detects that disks are not evenly used, itwill canduct data balancing to maove part of
data frarm highlyv-used disk to lowly-used disk to make best use of resources on each node.
Select a period that business is not busy for Schedule, and the systern will conduct data balancing
during that time period.

Yirtual Datastore Status Schedule (Every day) EditAll

virtualDatastore @) Enabled

A

Since performance of virtual machine will be affected during data balancing, virtual machines
of high priority will not chosen to perform data balancing. Virtual machines will not be
migrated back immediately after migration.
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Data Rebuilding: Taking data with two-copy policy as the example, when components (disk
or host) in storage volume suffer physical fault, the other copy of the data of faulted
component is stored on other components to ensure normal reading and writing of virtual
machine, but meanwhile the redundancy of storage volume is reduced, which will lead to
data loss if the component storing the other copy also breaks down.With data reconstruction,
when component breaks down, the other copy of the data on faulted component will be used
as the recovery source to reconstruct a new copy on the target component in fragments to
recover completeness of the copy and realize system self-recovery.

you can specifie the time for confirming certain node or disk failure before data rebuilding.if
the time is reached but the issue is still not fixed,data rebuilding will be executed
automatically,as shown below:

Advanced

' The following specify the time for confirming certain node and disk failure before data rebuilding. [fthe time
is reached but the issue is still not fiked, data rebuilding will be executed autamatically.

Diata Balancing
Host Fault Confirmation Time: 4 hour{s) (for datastores involving more than 3 nodes)

Diata Rebuilding

Disk Fault Confirmation Time: 30 minute(s) {for datastores invalving mare than 2 nodes)
Bad Sector Scanning
10 Timeout Handling

Linked Clone

Bad Sector Scanning: Hard disk will be periodically scanned for bad sectors. If any bad sector
is detected, disk repairing will be conducted. To ensure scanning speed, it is better to perform
scan during off-peak hours.

Advanced

l Hard disks will he periodically scanned for bad sectars. Ifany had sector is detected, disk repairing will be
) conducted. To ensure scanning speed, itis better to perform scan during of-peak hours.

Diata Balancing

Yirtual Datastore Status Schedule (Every day) EditAll
Data Rebuilding

virtualDatastare1 @ Enabled 0100 » - 0500 W

B ANning

D Tirmeout Handling

10 Timeout Handling: When |0 read latency on a VM is higher than the threshold specified

below, the system will automatically read data from other VM replicas to ensure business
continuity.
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Advanced

' When 10 read latency on a ¥M is higher than the threshold specified below, the system will automatically
read data from other %M replicas to ensure business continuity.

Wirtual Datastore Read Timeout Handling Read Request Timedout

Data Rebuilding

VirtualDatastore @ Enabled = 3 L
=F] ctar

10 Timeout Handling

Linke

Linked Clone: As virtual machines cloned from a certain virtual machine use the same data
by default and too many uses of that data will cause read/write load balancing issue. To

ensure business performance and continuity, you may specify a data reuse limit below, so
that a new piece of data will be automatically duplicated forsubsequent reads and writes.

Advanced

(1) As virtual machines cloned from a certain vitual machine use the same data by default and too many uses

Data Bal _ of that data will cause readfwrite load halancing issue. To ensure business perdormance and continuity,
Jata Balancing
: g you may specify a data reuse limit below, sothat 2 new piece of data will be automatically duplicated for

Rehuilding subseguent reads and writes.

Data Reuse Limit: 2] (2~128 allowed)

Bad 5e

IO Timeout Handling

Lin Clone

Storage Area Network: You can change deployment mode(Link aggregation disabled,

Link aggregation with one switch, Link aggregation with two switches) in Settings,as
shown below:
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Advanced

(i} Independent storage area netwoark is mare efficient in data transmission and consistent in data sync.
It requires each hostto provide a separate interface as storage network interface.

Deployment Mode: Link aggregation with one switch

Mode Mame Physical Interface Interface IP MNegotiated R.... MTU Status

192.168.20.3 ethl, eth3 10.51.25.1 1000ME/s 1400 @ Mormal
192.168.20.4 ethZ, eth3 10.51.25.3 1000Mb/s 1500 @& normal
192.168.205 ethl, eth3 10.51.25.2 1000ME/s 1500 @ Maorrial

IP Address: 192.168.20.1

Take changing deployment mode to Link aggregation with one switch for example, select
the option Link aggregation with one switch(Recommended) first, as shown below:

Settings b’

o Deployment 2 Select Storage Network Interface

Deployment Mode (for data communication ameng clustered nodes)

(O Link aggregation disabled (@) Link aggregation with one switch () Link aggregation with two switches

Link aggregation with one switch
Benefits

It improves fault tolerance capabilities of storage area network, because failure of

one link will not exert any impacts on the virtual storage.

x Drawhacks

Once switch fails, the virtual storage would get offline.

MNotes

== -
Storage area network (SAN) is used for data transmission across nodes. Please
connect the objects with cables according to the diagram.

The switch may be layer 2 switch, no change required.

142

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
200



Click Next to configure storage network interface, and then click Finish.

Settings

o Ceployment

Storage Network Interface (Deployment)

e Select Storage Metwork Interface

Node Mame Physical Interface Aggregate Interface |P
192.168.20.2 ethi2(1000Mb /<), eth3(1000Mb,/5) v 10.51.25.1 f2d
192.168.204 eth2(1000Mb/s),eth3(1000Mb,/s) v 10.51.25.3 i24
192.168.205 eth2(1000Mb/s),eth3(1000Mb,/s) ~ 10.51.25.2 i24

& MNorrnal

& Morrmal

@ MNorrmal

Independent storage area network is more efficient in data transmission and consistent in
data sync. Furthermore, independent storage area network helps to reduce data sync risk
caused by network connection error, since virtual storage contains crucial business data. The
drawback is that additional interface must be provided on the node for the storage to

communicate across nodes

Test Connectivity: It is used to test whether the node is offline. First, you need to specify an

IP address which should better be router IP address.

Test Connectivity b

Q This IP address is used to ping connectivity to the node to check
whether it is isalated when there are only two nodes involved in virtual
datastore. Read Mare

Better be a router IP address that is always connected.

IP Address: 192.168.20.1

5
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In case that the working node gets offline, virtual machines running on it may be recovered
on another clustered node, which may lead to two instances for one virtual machine when
the failed virtual machine recovers and interrupts the service. For that reason, we need to
stop the instance on the offline node to ensure business continuity.

VM Running Across Datastores: This enables virtual machines to run across virtual
datastores. It should be configured only when the number of virtual datastores is greater

than or equal to 2. IP addresses in the pool should be in a 24-bit subnet that is exclusively
used by the cluster.

Advanced

-:E::- Specify an IP address pool o enahle virtual machines to run across virtual datastores.
It should be a 24-bit subnetthat is exclusively used by the cluster.

IPAddress Pool: 10 . 251 . 10 0 j24

Intelligent Rate Re

In-rmerme

Intelligent Rate Restriction: Restrict data transfer rate for ongoing non-business tasks such
as data migration and reconstruction , etc,accordiing to 10 performance,to ensure business
continuity.
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Advanced

(1) Restrict data transfer rate for ongoing non-business tasks such as data migration and rebuilding, etc.,

according to 1O performance, to ensure business continuity.

Data Balancing

Yirtual Datastore Restrict Transfer Rate
Data Rebuilding

virtualDatastare @ Enabled
5} nning

10 Timeout Handling

Intelligent Rat:

In-memar

In-memory Read Caching: In-memory read cachingaccountsfor1/16 of host memory, which
cannot be used by virtual machine. You may disable it and change to cache size.

Advanced

(1) In-memory read caching accounts for 1416 of host memary, which cannot be used by vitual machine. You
may disahle it and change cache size.
Changing in-memory read cache size will make cached data invalid. Whatis more, it brings down
performance, which only recovers only after recaching.
10 Timeout Handling Virtual Datastore Status Percent of Host Memaory Operation
VitualDatastarel Disahled Specified Setlings
lone

A Metwark

In-rnemary,

File Storage Policy

File storage Policy: To specifies number of replication which the ISO images, VM backups,
CDP backup and the temporary file generated during import which stored in virtual storage.
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Advanced

Data Balancing (1) The following files will have 2 replicas kept by default, not applicable to policy:
* |50 images uploaded to virtual starage

Diata Rebuilding
g » %Wl backups stored on wirtual starage

» CDP backup logs of Wi

Bad Sector Scanning

s Temporary files generated during YM import

IC Timeout Handling
g You can also reset below to keep 3 replicas for the above files.
Wirtual Datastore Replicas
etwork WirtualDatastare 2 replicas hd

Intelligent Rate

In-memory

File 5

2.4.3.4 ViewingVirtual Datastore Details

Navigate to Storage > Virtual Storage > Virtual Datastores and click on datastore’s name

to enter the following page. Here you may view detailed information about a virtual
datastore. There are two tabs: Summary or Permissions.

Storage = Virtual Storage = Virtual Dat

SUmmany Permissions

2.4.3.4.1 Viewing Virtual Datastore Summary

On the Summary page, you may view virtual datastore capacity, basic information, status,
etc.
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Raw Capacity Aasm Wirtual Datastore:  VirtualDatasto. £ HNoge: 192168204 192168 20.5
®uses 13278 (31%)
. . Descripton: Click here to adit #* 192168203
Frorags Usege Avallabie: 0378 (B9%)
31. Z-replica Slorage Coparily 15278 s 65

3replica Gtorspe Capacity 9978 Physical Disks. 18

m 10 Speed 10 Latency  Storage Usage Cache Hit Rate Mode Hit Rate Pariod: Last 10 minutes v
10Ps
P
N
N f I
N A A n '\ /
; AN Y I AN FAVANNAY ~J P S A S [ - — N f
VARV VAV AV — S A~ N AN VR YAV RN AN R N RVARY V,f\‘
11dss0 112500 112630 112700 11d7so 112800 112830 112900 128830 115000 113030 113100 11s1s0 118200 113230 119500 118530 11s400 113430 118500

10 Reads  — 10 Writes

To change virtual datastore name and description, click £

To view virtual machines in the virtual datastore, click on the number beside VMs.

oud Whitware vCenter

+ BEPanel 2efresh iy oL = ce 2E) 1 =+=hare

*t{. *t{. ‘. *1{.

it BB ] d ale

CPU Usage CPU Usage CPU Usage

Memoary Usage Wemary Usage Mermory Usage
05 Is Mot Installed
Disk Usange Disk Usange Disk Usage

To view disks in the virtual datastore, click on the number beside Physical Disks.
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®142.200.18.18 — 97 TBM4.6TE ®142200.19.18 — 97 TBM4.6TH

Disk Group 1 S50 Disk Group 2: 550

For storage operating details, you may refer to the 2.4.12  Storage Summarysection.
(oo |

vs_vol_rep2 v 10 Speed 10 Latency Storage Usage Cache Hit Rate Node Hit Rate Period: Last 10 minutes v
10PS
0.75 2018-03-15 01:44:15
# 10 Reads: O IOPS
0.5 ® 10 Writes: O 10PS
0.25
0
01:44 01:45 01:46 01:47 01:48 01:49 01:50 01:51 01:52 01:53
10 Reads — 10 Writes

2.4.3.4.2 Deleting Virtual Datastore

On the Summary page of a virtual datastore, click Delete to delete the datastore and the

following dialog will pop up. Note that all the data will be deleted permanently and cannot
be restored once the virtual datastore is deleted.

Confirm X

Are you sure you want to delete the virtual datastore (VirtualDatastore1)?

Once deleted, the datastore's data (18.8 TE) will he deleted and cannot be restored. Please operate with caution.

Before performing deletion operation, make sure

1. All wirtual machines running on any node added to the datastore have been shut down.

2. Virtual machines stored on this datastore but running on node added to another datastore have been shut down.
3.ISCS| virtual disks added to this datastore will not be used any more and all ISCS| connections to these disks have been

terminated.

Confirm
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Before performing deletion operation, do the following:
1. Make sure that all the virtual machines running in this virtual datastore are shut down.

2. Make surethat the virtual machines runningin another virtual datastore but stored in this
one are shut down.

3. Ifthe iSCSI virtual disks provided by this virtual datastore are not to be used any more,
end all the iSCSI connections to it.

Type admin password to confirm the deletion operation.

Once the virtual datastore is deleted, nodes added to the virtual datastore will be removed
from the cluster.

Nodes

3 Refresh (® Add New Mode 1= Sortby Name v [# Communication Interface

(master node)192.168.20.5 192.165.20.4 192.168.20.3

CPU Usage 21% CPU Usage [> D
Memory Usage 21% Memory Usage Reboot Shut Down
[© Weep= Bed @E=re [77 SetTo Cluster Controller
Summary

2.4.3.4.3 Managing Datastore

On the Summay page of a virtual datastore, you may click Manage to enter the following
page.  Here ou can manage the datastore and folders on it.

Refresh Cleanup

MName Type Last Modified

export_um - Folder

isa - Folder

private - Falder
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Enable datastore sharing: If this option is selected, you can access virtual datastore through
the directory displayed under that option.

To add a new folder, click New Folder and then enter a folder name.

Refresh New Folder Cleanup

Falder Name:

] deleted

[Delete): To delete a file or folder, select the file or folder that you want to delete and then click
Delete.

[Rename]: To rename a file or folder, select the file or folder that you want to rename and click
Rename.

[Upload: To upload a file, select a folder and click Upload to upload a file to that folder. For
example, upload an ISOimage file to ISO folder forthe purpose of creating virtual machines.

2.4.3.4.4 Permissions

Permissions of virtual datastore is used to assign to sub-administrator to manage datastore.
To add permission of virtual datastore on the Permissions page, you need to add the
permission of accessing datastore in System > System Administrators and Permissions
first.

Storage = \irtual Storage = Virual Datastores =vs_v... Permissions

5 Refresh (3 New T Delete

ministrators roup ermissions
Administrat G Permissi

admin Default Group Access datastore

2.4.4 Managing Physical Disks
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In Storage > Virtual Storage > Physical Disks, such information as disk name, status, virtual
datastore, disk type, disk usage, read and write speed, 10 reads and writes, 10 latency are
displayed, as shown below:

Panel style show as below:

WHTE RS UIEN T | Other Datastores

List > Refresh Normal @ Alarm Critical

Vitual Datastores T
VirtualDatastore1
Physical Disks

Shared Disks

isCsl Virtual Disks
95 TBA46TE @® 19230 95 TBM46TE

Sterage Policy

Disk Group 1 Disk Group 2

List style show as below:

Virual Storage Other Datastores

Panel

re disks: 0 Free disks]

¥ Virtual Datastore: All v Q Advanced Search Cache disks: 2 Data disks: 8

Virtual Datastores O MNocle: Disk Status = Type Usage Read Speed Write Speed 10 Latency
Physical Disks [0 1ez20 Disk 1 @ Normal 550 — G5 Y 82 KBls 3.8 MBis 0.07 ms
Shared Disks [0 ez ] Disk 5 @ Nomal HOD 63 % 0Bfs 0Bfs 0ms
ISCSIVirtual Disks [ Disk @ rormal HOD 7% 08k 08 0ms
Storage Policy O 182.2 Disk 3 @ Normal HDD G % 0Bfs 0B/ 0ms
0 ez Disk 2 @ Nomal HDD 78 % 0Bss 0Bfs 0ms
O reza PHYMB08301FP4 @ Normal 35D 25 % 718 KBis 3.5 MB/s 017 ms
[0 rezzc NHGES 1M @ nNomal HOD 6T % IKBIs 84 KBis 19,68 ms
[1 192200 NHGELWUN @& nNormal HDD 60 % 0Bfs T8 KBis 1.58 ms
O ez NHGE3HAN @ Narmal HDD 6T % 0Bfs 50 KBis 667 ms
[0 rezer - NHGAZRYVIC @ Normal HDD 65 % 10KBIs 2KBIs 9.33 ms

By clicking on a disk name, you may enter the summary page of that disk to view the disk
details, suchas disk 10 throughput, IOPS, disk tag, disk status, etc.

Last Minute Last 10 Minutes

10 Speed ope IOPS

Last 24 Hours

Last Hour

03-22-2020 00:21:47
® |10 Read: 1.76 MB/s n
® |0 Write: 81.92 KB/s

3MB/s
2MB/s [ 50 [

TME/s

0Bfs 0 7
00:21:20 00:21:30 00:21:40 00:2150 00:22:00 00:22:10 00:22:20 002120 002130 00:21:40 0021:50 002200 00:22:10 00:22:20

—— 10 Read — 10 Write ~—— I0Reads — 10 Writes
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Disk : K7HN393L A Wirtual Datastore : WirtualDatastorel
Description : 2z Node : 102.200.19.19
Type: HDD Group : Group 2

Disk Capacity:  Used (2.5 TB)/Total (3.6 TB) Disk Status : Healthy

Disk Tag : K7HN393L Use of Disk : Data disk

Slot: Disk 5

To turn on disk LED, you may select one or more disks, and click [Turn On Disk LED| 5o as to

easily locate disks, and disk LED will be automatically turned off in one minute after it is
turned on.

Virtual Storage Other Datastores

Panel 7 Refresh

© TumOnDiskLED 5 Wirual Datastore: All v Q. Advanced Search Cache Disl

Node Disk Status +  Type Usage Read Speed Write Speed

]

Virtual Datastores

192.168.20.5 Disk 1 @ Normal sSD — 95 % 0Bis 614 KBS

Physical Disks

192168205 Disk 0 @ Normal 55D I 05 % 8KB/s 200 KB/s
Shared Disks

192168205 Disk 5 @ Normal HDD [ | 16% 0Bis 24 KB/Is
ISCSI Virtual Disks
192168205 Disk 4 Q Normal HDD [} 1% 0Bis 8KBls

192168205 Disk 3 Q Normal HDD [ | 16% 0Bis 36 KB/s

192168 205 Disk 2 0 Normal HDD n 14% 0Bis 40 KB/s

O o0Ooooao

192168 20 4 Disk 1 Q Normal 88D | 38% 4.18 MBis 268 KB/s

Turn On Disk LED x

Turn on disk LED succeassfully.
The disk LED will turn off one minute later.

| Got It

5 Virtual Datastore: All »
To display disks by datastore, click on the icon .You may also

goto|Advanced Search|to filter disks by specifying certain conditions such as Node, Status(All,
Normal, Error, Having ongoing task), Use of Disk(All, spare disk, data disk, cache disk),
and Type(All, HDD, SSD).
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—

v Virtual Datastore: All v Q. Advanced Search Cache Disks: 2 Data disks: 4 ¢

= Virtual _..

lorm: Datastore... ' Mode:

Status:

se of
Disk:

Type:

lorm: Datastore... i
“

lormi Datastore. ..

lormi Datastore. ..

lormi Datastore. ..

2.4.5 Shared Disks

A shared disk can be mapped and used by more than one virtual machines that run
compatible applications. Note that if the disk is shared by virtual machines running different
applications that do not support disk sharing, disk data may get damaged. However, that is
not a problem for Oracle RAC database environment, which supports disk sharing among
nodes in RAC (Real Application Clusters)

On the Shared Disks tab shown below, it displays the following information: Name, Status,
Virtual Datastore, Disk Size, Write Speed, Read Speed, and Connected Virtual Machines.

1 Recyde Bin

[0 Hame = Sahs Virlual Datastore Disk Siza Read Spead Wits Spesd Connacted Virtual Machines
Virtual Datastores

(m| © Nomal ViruaiDatasiore! 5068 0Bis oes
Physical D

(m] & Nomal VirualDatastore1 50GE 0B DB

ed Disks

O & Momal VirusiDatastore1 0GB 4KBiE [
ISCSI Virtual Disk

(m] & Normal ViruaiDatastore1 3068 0B LL:0

O e R @ Nomal ViruaiDatastore1 3068 BKEs (18

(m] e RAC_Log Disk_3 & Nomal ViruaiDatastore? 3068 oBis e

O R & Nomal VirualDatastore1 10GB 0B DB

[0 Oracie RAC_Cuorum Disk_2 @ Nomal ViruziDatastore1 1068 o0mis 08

O RAC

& Normal ViruaiDatastore1 1068 0Bis e

2.4.5.1Creating Shared Disk

To create a shared disk, you may click Newin Storage > Virtual Storage > Shared Disks and
configure the related fields on the pop-up page, as shown below:
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Create Shared Disk X

Virtual Datastare VirualDatastore 1 v

Storage Policy: 2_replica_high_perfarmance v ®

The storage palicy should be the same as applied for the Wi
using this shared disk.

Name:
Size: GB
Disks: 1

Description

Shared Among: Allin datastare v

/ Virtual shared disk is used to provide sharing service for applications like Qracle RAC, so that

different virtual machines can share the same virtual disk.

_ I': anee l

Virtual Datastore: Specifies where the shared disk is stored.

Name: Specifies a distinguishable name of the shared disk. It can only contain Chinese

characters, digits, letters, space and the following special characters: ()[1$} ( ) [1{ } @|._-
+

Storage Policy: Select the number of replication for the disk.
Disks: Specifies the number of shared disks.

Description: It is optional.

Size: Specifies size of shared disk. The maximum is 1TB(1024GB).

Shared Among: You may select Any virtual machine in this virtual datastore or Specified
virtual machines.

Any virtual machine in this virtual machine: If it is selected, it indicates that shared disk can
be accessed by any virtual machine in the specified virtual datastore.

Specified virtual machines: If it is selected, you need to specify virtual machines. Only the
selected virtual machines can access shared disk.

2.4.5.2  Allocating Shared Disk

To assign a shared disk to a virtual machine, first edit that virtual machine. Then, on the Edit
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Name:%20%20%20%20Specifies%20a%20distinguishable%20name%20of%20the%20shared%20disk.%20It%20can%20only%20contain%20Chinese%20characters,%20digits,%20letters,%20space%20and%20the%20following%20special%20characters:%20%20%20()[]%7b%7d（）【】｛｝@|._-+
Name:%20%20%20%20Specifies%20a%20distinguishable%20name%20of%20the%20shared%20disk.%20It%20can%20only%20contain%20Chinese%20characters,%20digits,%20letters,%20space%20and%20the%20following%20special%20characters:%20%20%20()[]%7b%7d（）【】｛｝@|._-+
Name:%20%20%20%20Specifies%20a%20distinguishable%20name%20of%20the%20shared%20disk.%20It%20can%20only%20contain%20Chinese%20characters,%20digits,%20letters,%20space%20and%20the%20following%20special%20characters:%20%20%20()[]%7b%7d（）【】｛｝@|._-+

Virtual Machine page, select Add Hardware > Disk and choose Shared disk, as shown below:

Configuration Advanced

Processor 8 core(s

E (=) Disk Type O Mews disk O Existing disk O Physical disk @ Shared disk
W [emaory 8GB

- ick | 100 GB Disk LUN Size Storage Palicy Details
- gk 2 120 GB - £ Yong-test g 200 GE 2 _replica_high_p Wigw
= Disk 3 120 GB

= Disk4 120 GB

o CD/oVD 1 CO/OVD Drive

. cthi Connected To: Switch0425

2.4.5.3Restoring Shared Disk

A shared disk can be deleted. After deletion, it will go to Recycle Bin. In Recycle Bin, you
may restore it or delete it permanently.

,:&. SANGFOR aCloud Home Compute  Networking Storage Nodes Reliability @ Health Check
Bin Network Devices || Virtual Machines Shared Disks Junk Files
& Empty
O Name Description Type Size Time Deleted Days Preserved
0 e Shared Disks 1068 2020-03-05 12:02:58
-
[] &= share-demo Shared Disks 10GB 2018-06-21 01:53:37
0 =t Shared Disks 100 GB 2019-07-17 08:05:58

2.4.6  Storage Policy

In version 6.0.1, Storage Policy had been implemented for virtual machine and virtual disk.
This allow user to separate the VM based on the priority of the business.

HCI will create the storage policy automatically after the virtual storage had been created.
Navigate to Storage > Virtual Storage > Storage Policy to view the current available

Storage Policy.
Below is the default storage policy for different scenario.
a. Normal VM : 2_replica
b. SQL Server/ Oracle Database: 3_replica_high_performance
c. Shared disk: 3_replica_high_performance
d. iSCSI virtual disk: 2_replica
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10 i
'3.{. SANGFOR aCloud Home Compute  Networking Nodes Reliability System @ Health Check J § CITD

Super Admin
LUERSGIEL | Other Datastores Summary

¢ Refresh  (+) Add New Storage Policy

Other Datastores

Virtual Datastores Palicy Name Description Replicas ( Stripe Width (1 Replica Defrag (1) Associated Objects (1) Operation
Physical Disks 2_replica Both ordinary and str 2 replicas Medium level of perfor Adaptive Enabled 254 Edit Delete
Shared Disks 2_replica_high_per.. Both ordinary and str.. 2 replicas High level of performance Adaptive Enabled 29 Edit Delete
iSCSI Virtual Disks 3_replica Only ordinary datasto.. 3replicas Medium level of perfor.. Adaptive Enabled 1 Edit Delete

3_replica_high_per Only ordinary datasto. . 3 replicas High level of performance  Adaptive Enabled 0 Edit Delete

Storage Policy

Creating new storage policy allow to customize interms of Replicas, Auto Tiering QoS, Stripe
Width and Replica Defrag.

Add New Storage Policy X
MName:
Description: This policy is applicable to all datastores

Data Placement

Replicas @ 2 replicas (for all datastores)
2 replicas for each virtual machine to tolerate single host or disk failure; actual storage capacity 1s half of the tota
capacity

O 3 replicas (for ordinary datastores)

3 replicas for each virtual machine to tolerate single host (a
dual-disk failure; actual storage capacity is one third of the t

sts) or dual host (among over 5 hosts) failure, or
3 replicas (for stretched datastores)
Replica v
Placement:
Stripe Width: | Adaptive 4.0

Auto Tiering QoS: Medium level of performance w (1

Replica Defrag: [ Enabled (1

2.4.7  iSCSIVirtual Disks

Virtual storage can be configured to be an iSCSI sever so that part of virtual storage can be
preallocated as iSCSI disks which can be accessed by iSCSI initiators.

Navigate to Storage > Virtual Storage > iSCSI Virtual Disks and you will see the following
information: Name, Status, Virtual Datastore, LUN ID, Disk Size, Write Speed, Read
Speed, Target IP Address, and VMs.
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VGUEIRSEERM Other Datastores

£ Refresh (D New 33 ISCSI Server

Virtual Datastores O Name S Status Virtual Dat Storage Po SCSIID LUNID Disk Size Read Speed Write Speed Target IP Conne:

Physical Disks [ iscsitesing @ Normal  VinuaDatast.. 2 replica 97684313-Ba.. 4 500 GB IKEfs 514.5 KBfs 5

Shared Disks [ test @ Normal VirtualDatast. 2 replica ec10obaz-3c 5 500 GB 315 KBfs 64 KBJs E]

iSCS| Virtual Disks

Storage Policy

To view connected iSCSI initiators, click on the number under the Connected column.

Connected Initiators

Initiator Address Initiatar QN Server Address

192 ign.2005-03.org.open-iscsihost-6c92hf 192.200.18.19

192 ign.2005-03.org.open-iscsihost-Bc92bf . 192.200.18.19

ign.2005-03 org.open-iscsihost-Bc82bf 182.200.19.19
ign.2005-03.org.open-iscsi:host-00e0ed 192.200.18.19

ign.2005-03.org.open-iscsihost-Bc92bf . 192.200.18.19

To edit an iSCSI virtual disk, you may select the disk that you want to edit and then click .[Edi]
To delete an iSCSI virtual disk, you may select the disk that you want to delete and then click

2.4.6.1Configuring iSCSI Server

An iSCSI server should be configured before you create iSCSI virtual disk. You con configure
iSCSI server for different virtual datastores. The configuration process involves configuring
iSCSI authentication and target portal.

ISCSI Server x

Yirtual Datastore Authentication Target IP Ciperation
YirtualDatastare 1 ign.2015-08.3ak4B8700.com.sangfor.asan G Mot configured Settings
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2.4.6.1.1  ConfiguringiSCSI Server Authentication

Target Name Prefix, CHAP Username, CHAP Password, and Retype Password fields
should be specified, as shown below:

Configure iSCSI Server (VirtualDatastore1) X
Authentication

Target Mame Prefix: ign.2015-08.3ab48700 com sangfor.asan

CHAP Username sangfor

CHAP Password:

Retype Password

Change Password

Target Name Prefix: Specifies prefix of target name. Default format is
ign.date.com.sangfor.asan. The default is recommended.

CHAP Username: Specifies CHAP username used by iSCSI initiator to connectto iSCSI server.
CHAP Password: Specifies CHAP password used by iSCSI initiator to connectto iSCSI server.
Retype Password: Retype the CHAP password.

Change Password: To change password, click Change Password.

2.4.6.1.2 Configuring Target Portal

On the Target Portal tab, configure the following fields: Network Interface, Target IP
Address, Netmask and Virtual IP Pool :

Network Interface: Specifies the interface for iSCSI initiator to access iSCSI server.
Options are Storage Network Interface and Management Interface. Management
interface cannot be used in the following situations: 1) It is reused as overlay network
interface; 2) It is reused as the edge; 3) It applies link aggregation.

Target IP Address: Specifies target IP address. iSCSI initiator connects to iSCSI server
through this IP address. Make sure that the target IP address is reachable for iSCSI
initiators.

Netmask: Specifies the netmask of the target IP address.

Virtual IP Pool: Each clustered node will be assigned an IP address from virtual IP pool.
Thus, initiators will be scheduled to to different nodes after connecting to iSCSI server.
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¢

iSCSl initiators can accessvirtual iSCSI disk via target IP address, to gain high availability
and load balancing. Each clustered node will be assigned an IP address from virtual IP
pool. Thus, initiator connections to a specified target IP address will be scheduled to
different nodes. This has the following strengths:

No single-point of failure: Once a node fails, iSCSI connections to the node will be
scheduled to another node.

Load balancing: Initiator connections to a specified target IP address will be evenly

scheduled to different nodes to access virtualized iSCSI disks in virtual storage, so as to
realize load balancing.

Click OK to save the changes. Changes to target portal should also be made at iSCSI
initiator side, and if there is any change made to network interface, the iSCSI network
should be reconfigured correspondingly.

If the iSCSI connections to nodes are not balanced, click Perform Again to re-schedule
initiator connections to different nodes so as to ensure iSCSI connections evenly assigned to
each clustered node. iSCSI connections will be preferentially scheduled to the node which
has LUN replicas, which helps to enhance 10 performance and reduce network load.

Rebalancing load will make some iSCSI connections disconnected and requires administrator
to enter password of the username to confirm operation.

After iSCSI server has been configured, you can create iSCSI virtual disk by click New in
Storage > Virtual Storage > iSCSI Virtual Disks, as shown below:
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Create iSCSI Virtual Disk X

Virtual Datastares:  VirtualDatastore 1 v
Storage Palicy: 2_replica v
Narme:

Description

Disk Size (GB)

Accessible To Anyinitiator W

D Allow initiators to connect concurrenthy |

¥ Advanced

/  There are 2 nodes in the cluster. iISCS| virtual disks should better be

accessed via management interface IP address (182.200.19.18,
182.200.19.18)

Virtual Datastore: Specifies a datastore for creating iSCSI virtual disk.

Name: It can contain digits, letters, dots and colons only. iSCSI disk name consists of the
name specified here and target name prefix which is specified when configuring iSCSI server.

Description: Specifies description forthe new virtual disk. Itis optional.

Disk Size: Specifies size of the iSCSI disk. The maximum is 48TB(49152GB) and cannot
exceed the available storage capacity.

Accessible To: You may select Any initiator or Specifiedinitiator.

Any Initiator: If it is selected, the iSCSI disk can be accessed by any initiator as long as cluster
IP address or node IP address, and CHAP username and password are provided correctly.

Specified Initiator: If it is selected, click the Settings (o initiators) button to configure iSCSI
initiator. To add an iSCSI initiator, click Add on the Initiator Settings page to enter the
following page.

To enable iSCSI disk to be accessed by multiple initiators concurrently, select the option
Allow initiators to connect concurrently: For the sake of data security, that option is
deselected by default. Enable this to allow an entire cluster to access, for example, VMware
vSphere cluster.
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Initiator Settings b

Initiator Address
Edit

Initiatar 1M

[ Mutual

CHAR

Username

Passward

Initiator Address: Specifies management interface address of initiator or cluster IP address.

Initiator IQN: Indicates the device name of iSCSI initiator.

Mutual CHAP: If it is selected, Username, Password and Retype Password fields are
required. This option is optional. If mutual CHAP has not been configured on iSCSI initiator,
keep this option deselected. iSCSI disk cannot be accessed by iSCSI initiator if the correct
CHAP username and password are not provided in case that mutual CHAP has been
configured on that iSCSI initiator and that initiator is required to be authenticated by iSCSI
server,

s 0

@

One of the two fields is required at least.

More Options

Optimum disk performance: Once this is selected, SSD cache disk will be occupied
preferentially to improve disk performance.

2.4.8 Other Datastores

Storage falls into the following tyeps: FC, iSCSI, NFS and local storage. Sangfor HCI
virtualizes storage and makes hardware-related storage settings hidden. Storage space of a
host relies on physical disk size but can be expanded by using external storage. Local storage
is provided by physical disk of the host installed Sangfor HCI software and can only be
accessed by the host where that storage resides but not accessed by other hosts.

On the Other Datastore page, status, name, storage type, total capacity, available space,
peak read speed, peak write speed, and connected nodes are displayed as follows:
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Status Hame Storags Type Total Capacity Avaitable Spacs Peak Read Speed Pask Writs Speed Cannectad Nodss

To view detailed information of virtual datastore, click on the name of the virtual datastore.
For details, refer to the Error! Reference source not found.section.

To perform more operations, you may click on the icon ! beside datastore name and will
see the following operations: Edit, Summary, Manage, Delete, Format and Cleanup.

2.4.7.1 Adding New Datastore

You can add the following types of datastores: iSCSI, FC or local storage by clicking New in
Storage > Other Datastore.

Virtual Storage Other Datastores

7 Refresh € Update ¢y Scan for New Disks [(&) New €53 iSCSI Servers (5 Physical Disks in Use

Status Mame Auvailahle

@ Normal Local-storage 4334 GB

Alarm I1SCSI 3BBGE

2.4.7.12.12  Adding FCType of Datastore

Fiber channel(FC) adopts Fiber Channel over IP (FCIP) to connect storage devices in TCP/IP

network. FCIP transmits Fiber Channel data by establishing a tunnel between two peers.
Generally, it builds storage area network through DWDM and dark fiber.

FCstorage connected to hosts will be automatically discovered by Sangfor HCI but needs to
be added to virtual storage before being used.
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Add New Datastore X

Storage Type:

Ciscsl @FC (OlLocal storage

Status Disk LUN Size Details

Mo data available

o Howi to add a new FC disk?

Disk is not reachable any more? Scan for Disks

112 Cancel

If there is any FCdisk that has not been found, you can click Scan for Disks.

Add New Datastore X

Storage Type:

(iscsl @FC (ClLocal storage

Status Disk LUN Size Details

Mo data available

o How to add a new FC disk?

Disk is not reachahle any more? Scan for Disks

Datastore: Specifies a distinguishable name for the datastore. Datastore name should
contain 2-16 characters consisting of digits, letters.

Connect To Node: Displays the node that the new local disk belongs to.

If any virtual machines is stored on the datastore, you can select the option Recover existing
virtual machineson this datastore as well to recover existing virtual machines.

Then, click OK to save settings or click Cancelto give up the changes.
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If there is virtual machine stored on the datastore, but the option Recover existing virtual
machines on this datastore as well is not selected, the virtual machine will not be deleted.
You should perform format operation so as to delete the virtual machine in the virtual

datastore. If you'd like to recover virtual machine to HCl platform, you can add the datastore
again and select the option Recover existing virtual machines on this datastore as well.

2.4.7.12.2 Adding iSCSIType of Datastore

iSCSI is a P2P protocoland used to transmit storage 10 data blocks over Internet P rotocol(IP)
network. It defines the rule and method of sending and receiving block-level storage data
over TCP/IP network. More specifically, iSCSI commands and data should be encapsulated
into TCP/IP packets before being forwarded.

To add iSCSI type of datastore, click New in Storage > Other Datastore, select iSCSI as
Storage Type and then choose a disk.

Virtual Storage Other Datastores

3 Refresh ¢ Update Scan for New Disks |8 New &3 iSCSI Servers (I Physical Disks in Use

Available Peak Read

Status

@ Normal 4334 GB 5128 ME/s
Alarm WEGE 118.1 MB/s
Add New Datastore X
Storage Type:
@iscsl (OFC (Olocal storage
Status Disk LUN Size Details
® ] YIRTUAL-IS-DISK_SANGFOR_1SANGF .. 5 S00GE  View

Disk is not found or need more disks? Add a New ISCS| Server

Disk is not reachable any maore? Scan for Disks

112 Next Cancel

Before adding iSCSI type of datastore, you need to add iSCSI server in Storage > Other
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Datastore> iSCSI Server. iSCSI disks will be automatically discovered when iSCSI server
settings are saved.

Virtual Storage Other Datastores

£ Refresh | < Update  Scanfor New Disks (2 New | 5} iSCSIServers | (&% Physical Disks in Use

Status Name Storage Type Total Available Peak Read Speed Peak Wiite Speed Comnected Nudes

o Norrmal Local-storage Local storage 444 GB 4334 GB 512 8 MBis 4519 MB/s 1

Alarm [Eles]] isCsl 486 GB 36.8GB 181 MBis 168.7 MB/s 2

Ifany new iSCSI disk has been added but not listed here, you may click Scanfor Disks to find
new iSCSI disks.

Add New Datastore X

Storage Type:

@iscsl (FC (Olocal storage
Status Disk LUMN Size Details
(@) = VIRTUAL-IS-DISK_SANGF OR_1SANGF .. 5 S00GE View

Disk is not found or need more disks? Add a MNew iSCS| Server

Disk is not reachable any mored Scan for Disks

142 Cancel

Datastore: Specifies a distinguishable name for the datastore. Datastore name should
contain 2-16 characters consisting of digits, letters, underscores, dots and hyphens only, and
begin and end with letter or digit.

Connect To Node: Only the selected nodes have accessto the datastore being added.

If any virtual machines is stored on the datastore, you canselect the option Recover existing
virtual machineson this datastore as well to recover existing virtual machines.

Add this datastore to VM backup repositories as well: Once this option is selected,
datastore will be added to VM backup repositories.

Select nodes and then click OK to save the settings or click Cancel to give up the changes.
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If there are virtual machines on the datastore, and the option Recover existing virtual
machines on this datastore as well is not selected, the existing virtual machines will not be
cleaned up. You may try formating the datastore if you want to clean up the existing virtual

machines on that datastore. If you want to recover virtual machines on the datastore, you
can delete the datastore and add it again and select that option.

2.4.7.12.3 Adding NFS Type of Datastore

NFS is network file system, one type of file system supported by FreeBSD. It enables
computers to share resources across TCP/IP network. NFS client can have access to files on
remote NFS server, just like accessing local files.

Add NFS X

./ Due to performance restriction, NFS is recommended to store backups only, not to create or run %M

MName:

Description:
Server:
Folder v
Connect To Node
Node P
192.200.19.18 182.200.19.18
192.200.19.19 182.200.19.19

Cancel

Name: Specifies name of the NFS type of datastore. Name can only contain 2 to 16
characters consisting of digits, letters, underscores, dots, and hyphens only, and should
begin and end with letter or digit.

Description: Optional, specifies description for the NFS datastore.
Server: Specifies IP address of NFS server.
Folder: Specifies the shared folder on NFS server.

Connect to Node: Specifies node that can have access to NFS datastore.
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Due to low performance of NFS datastore, it can only be used to store virtual machine
backups only, not to create or runvirtual machine, etc.

2.4.7.1.4 Adding Local Storage

Local storage is provided by local disks on the node installed Sangfor HCI software and can
only be accessed by the host where that storage resides but not accessed by other hosts.

If there is any new disk that has been added on the node, you can add it to virtual storage by
adding local storage.

Select a disk that you want to add and then click Next to enter the following page.

Datastore: Specifies a distinguishable name for the datastore. Datastore name should
contain 2-16 characters consisting of digits, letters, underscores, dots and hyphens only, and
begin and end with a letter or a digit.

Connect To Node: Displays the node that the new local disk belongs to.

If any virtual machines is stored on the datastore, you can select the option Recover existing
virtual machineson this datastore as well to recover existing virtual machines.

Then, click OK to save settings or click Cancel to give up the changes.

If the new disk being added has not been formatted, you will be prompted to format it when
adding it into local storage. Note that formatted data cannot be restored any more.

2.4.7.2Configuring iSCSI Server

You need to configure iSCSI Servers in Storage > Other Datastore > ISCSI server before
adding iSCSI type of datastore. Then, click New. iSCSI disks will be automatically discovered
when iSCSI server settings are saved.
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iSCSI| Servers X

¢ Refresh (& New

Server Address Fort Cperation
192 3260 [Z Ti“ 8
19. 3260 [Z 'E'

On the Add New iSCSI Server page, you need to specify IP address and port of iSCSI server.

IfiSCSI server needs to authenticate initiator, you need to select One-way CHAP, and specify
the corresponding Username and Password. iSCSI uses CHAP authentication, including

one-way CHAP and mutual-way CHAP authentication, which depends on authentication
settings on iSCSI server.

Add a New iSCSI| Server X

iSCSI Server

SErver: ‘ |P address

Port: 3260

Authentication

|:| One-way CHAP (server authenticates initiator)

Credentials for this machine to get authenticated against ISCS| server
Initiator simply needs to initiate connection.

Username

Passwaord:

Mutual CHAP (server and initiator authenticate each other)

Credentials for iSCS] spreer tn net anthenticated anminst this machine

Detect Target

After username and password are specified, click Detect Target. On the iSCSITargets tab,
click Start to start authentication.

In some environment, iSCSI server may require each iSCSI disk to perform different

authentication. Inthis case, you need to provide the corresponding credentials after clicking
Start.
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Edit iSCSI Server X

iSCSI Server iSCSI Targets

iSCSI Target
By default, all disks from authenticated target are added onto SANGFOR aCloud.

MNo. Target Mame Authentication
1 ign.2015-08 3ah48700 com sangfor.asan Authenticated

2 ign.2015-08 3ab48700 com sangfor.asan Start

Detect Target

CHAP authentication method configured for iSCSI target should be the same as iSCSI server,
One-way CHAP or Mutual-way CHAP.

After saving authentication information on Target Authentication page, you can view the
authentication result on the following page. Authenticated indicates that authentication is
successful.

Then iSCSI disks will be automatically discovered and listed on Add Datastore page so that
you can add them to become a datastore.

2.5 Nodes

Navigate to Nodes and you will see the following page:

Nodes Physical Interfaces Communication Interfaces System Disks

3 Refresh (®) Add New Node 1= Sort by Name v

2.5.1 Managing Nodes

All nodes are listed on the Nodes page. You can view basic node information, such as node
name, node IP address, CPU usage, Physical memory usage, and memory usage.

On the Nodes page, you can perform the following operations: Refresh, Add Node, Sort by
Name, CPU Usage, and Memory Usage.
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2.5.1.1 Adding Node

A node is a physical machine that has installed Sangfor HCI software and connected to

Sangfor HCI platform. Its resources are pooled and managed together with other clustered
nodes to improve resource utilization.

To add a node, click Add New Node to enter the following page. To change a physical
machine to a node managed via Sangfor HCl platform, download and install the Sangfor HCI
software and add that node to the Sangfor HCI platform. Then click Next.

New Node x

Nodes

Anode is a physical machine that has installed SANGFOR aCloud software and connected ta a same
rmanagement platform. Its resources are pooled and managed together with ather clustered nodes to
improve resource utilization.

To change a physical machine to a cluster node, download and install the SANGFOR aCloud software

and add that node to the platform

Download SAMGFOR aCloud 6.0.1_EM Build 20200307

112

Cancel

[ Mode *

Select Mode Dowvnload SANGFOR aCloud 6.0.1_EN Build 20200.

(Below are nodes having SANGFOR aCloud software installed. Default password: admin)

t36 A
2 Credentials New Node
Username admin
ﬁ ﬁ ﬁ ﬁ Passward: | hdlrin password
QK Cance
82 AT

2
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IP Address: Specifies the IP address of the node which has installed Sangfor HCI software.
Username: Specifies administrator’'s username of that node.
Password: Specifies administrator’s password of that node.

Finally, click OK.

A

e Anode can be added to one cluster only. If a node has been added to a cluster and you
want to add it to another cluster, it must be removed from that cluster first.

e Versions of Sangfor HCI software installed on the nodes to be added to a same cluster
must be consistent.

e Management interface IP addresses of the nodes to be added to a same cluster must
reside ona same network segment.

e On the New Node page, it lists the automatically-discovered nodes which reside on a
same subnet but have not been added to the cluster.

e You may add a new node by clicking the [+] icon and then input the its IP address,
username and password.

e Ifanode with default password admin is selected, there is no need to specify password
again.

e Ifa nodewhose password is not admin is selected, you need to specify its password.

2.5.1.2 Sorting Nodes

Nodes can be sorted by name, CPU usage, or memory usage.

7 Refresh (®) Add New Node 1= Sort by Name v

Name

CPU Usage

ﬁﬁ Memory Lsage

Cluster Controller) 192.200.1.. 182.200.19.18
CPL Usage 4% CPU Usage 3%

FPhysical Mem Usage a87% Physical Mem Usage a32%

Memary Usage Memary Usage
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To sort nodes by name, select Sort by Name. Additionally, by clicking on the.arrow, nodes
can be sorted in ascending order or descending order.

() Add Mew Node 1= Sort by Name s

Mame

CPU Usage

rluster Contraller) Mode 149, 19220019148
CPU Usage Ak % CPU Usage 95%

Friysical Mem Usage 83% FPhysical Mem Usage 82%

mMemaory Allacation 109% Memarg Allocation

To sort virtual machines by CPU usage, select Sort > CPU Usage inNodes. By clicking on that
arrow, virtual machines can be sorted based on CPU usage in ascending order or descending
order. The following figure shows that the virtual machines are sorted by CPU usage in a
descending order.

& Add Mew Node 1= Sort by CPU Usage

Marme
CPU Usage

Mermory Usage

1922001913 [zluster Controller) Mode 19,

CPLU Lsage 95 % CPU Lsage 3%

FPhysical Mem Usage 82% Fhysical Mem Usage 83%

Memony Allocation mMemory Allocation 109%

To sort nodes by memory usage, select Sort > Memory Usage. By clicking on that arrow,
node can be sorted by memory usage in ascending order or descending order. The following
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figure shows that the virtual machines are sorted by memory usage in a descending order.

(*) Add Mew Node 1= Sort by Memaory

Marme
CPL Usa [z

Memary Usage

(Cluster Contraller) Maode 149, 192.2001918
CPU Uszage 28% CPU Usage 6%

FPhysical Mem Usage 83% Physical Mem Usage 82%

Memaon Alacation 109% hemuorn Allocation

2.5.2 Viewing Node Status

The Nodes page is shown below:

Nodes Physical Interfaces | Communication Interfaces System Disks

3 Refresh  (® AddNewNode = Sort by Name v

Cluster Controller) 192.200.1 1922001818
CPU Usage 50% CPU Usage A3%

Physical Mem Usage 87% Physical Mem Usage 80%

Memory Usage Wemory Usage

On the upper-right corner of the Nodes page, you may see the total number of nodes.

Total: 2

The color of node panel indicates node status. Grey indicates the node is powered off, while
blue indicates the node is powered on and red indicates the node is giving alarm. Additionally,
there are more information on the node panel, such as CPU usage, memory usage and 10
usage, etc.
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200.200.5.105 (master node)200.200.5.104

CPU Usage 26%

> O

Reboat IMemory Usage

=

Summary

Shut Down

10 Usage

Move your cursor on the node panel and you will see the following buttons: Summary and
More, as shown below:

1922001918

E

Summary hlore

To enter node summary page, you may click on node name or Nodes > Summary.

Mode > 192,20019.18

Accessible Storage Wirtual Netwark Devices

© Refresh

Throughput  CPU LastHour  Last 24 Hours

Memary 10 Speed ¥

Al ~
CPU Usage

92 «

Disk Usage

10 «

400Mbps

300Mbps

200mbps

2.4 GHz ¥ 12 cara(s) 4

Free:45.98 GB

Free:6291 GB Free 434 GB 100Mbps f\ / \ A\

hread(s) Total: 256 6B C-RAM 21141 GB Tofal: 43 B

Bbps

Inbound Outbound

Storage Adapler 1GH:
Wework Used CPU
Metwork Used Mem:

Cluster Controller:

ian. 2005-03 01 0perise i host-00e0edTi d

4u9T WA

Mo

Uptime: 128 days 12 hrs 55 mins
—
Sangfor Technologies

[ - NIC

- HEA

Hode Name 192.200.19.13 43 cru 6 corels) 12 Thread X 2 (inel(R) Xeon{F) CPU E5-26203 @ 2 405Hz)
Doecrigon: Clock Speed: 240 GHz
Hattwars Trie Hon-Sangior aserver Cathe 158
Stapping: 2
Software Version SANGFOR aCloud &.0.1_EN Build20200307
4 W= emoy 256G

[ - RAD

L
W Preallocated: 11 GB
W Overcommited: 160.33 68

W Reserved: 445568
W svsilsbls: 20041 68

6
Mone

1
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1922001818

Set To Cluster Contraller

Summary Enter Maintenance Mode

FPoweer Off

There are few more options under More which are:

a. SetTo Cluster Controller: Set the selected node as the cluster controller node. This
option is only available fornon-controller node.

Message

Are you sure you want to change this to cluster controller?
The node (192 2001913 will becaome the cluster controller and the existing
cluster cantraller will become an ordinary node in SAMNGFOR aCloud. We
recammend to migrate the vitual machines away fraom the new cluster
contraller so that it has enough resources to respond eficienth:

Confirm

b. Enter Maintenance Mode: Enable to allow the selected node to enter the
maintenance node for hardware maintenance such as memory replacement.
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Message X

Are you sure you want this node to enter
maintenance mode?

Flace the node in maintenance mode before replacing host
hardware like CPLU, mermory stick, and MIC. Witual machines
running on the node can be migrated to anather node before it
enters maintenance mode. The node under maintenance will not
he atarget node for DRSS and HA.

Tao maintain dizks, contact Sangfor technical suppoart
representative.

Confirm

c. Replace Node: Allow to replace node when the node facing failure. Only available
when the nodes is offline.

d. Reset: Reboot the selectd node.

hWessage b

Are you sure you want to Reboot the node (152.200.19.18)?
[tis better to place the node in maintenance mode before the Reboot operation,
to avoid business interruption. Before entering maintenance mode, you need to
migrate ar shut down the vitual machines running an the node.

Goto Modes, click Maore on node panel and select Maintain.

E Rehoot node without entering maintenance mode

Zonfirm

e. Power off: Power off the node.
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Notes: Besides, A clustered node canbe removed from cluster by clicking Delete if its disk is
not added to virtual storage.

2.5.3 Viewing Node Details

There are the following parts: Summary, Accessible Storage, Virtual Machine, Virtual
Network Devices as shown below:

Maoce = 192.200.19.18 Summary Accessible Storage Virtual Network Devices

5 Refresh () ShutDown ) Restart

2.5.3.12 Node Summary

On the Summary page, you may view node status, basics and hardware configurations.

£ Refresh (D) ShutDown &) Restart

() Memory Description Throughput CPU  Memory 10 Speed ¥ Last Hour  Last 24 Hours
- All v
Physical Mem Running VM Merr!
VUSagE UEEQE Disk Usage
300Mbps

79 « 134+ 10 «

200Mbps

i(s)  Free 53.66 GB Free: 87 67 GB Free 434 GB T0OMbps

Total: 256 GB C-RAM: 21141 GB Total: 48 GB
obps
1610 16:20 1630 1640 16:50 17:00 1710

—— Inbound — Outbound

Mode Name: 1922001918 @2 43 cru & core(s) 12 Thread X 2 (Intel(R) Xeon(R) CPU E5-2620 v3 @ 2 40GHz)
Description Z Clock Speed: 2.40 GHz

Cache: 15 MB
Hardware Type: Non-Sangfor aServer aehe

Stepping: 2
Software Version SANGFOR aCloud 6.0.1_EMN Build20200307

4 W \emary 256 GB

Storage Adpler O 005 vgcpersea et Oiete [ I T
Network Used CPU 1 core(s) Z W Reserved 4458 GB (3 1 Prealiocated: 11 GB
Network Used Merm 4887 MB |24 W Available: 20041 GB W Overcormimitted: 160.33 GB
Cluster Controller Na b . NG 6
Uptime: 129 days 12 hrs 34 mins - HEA Mane
Running Vs 2 I ww RAD 1

To power off node, click Shut Down.
To reset node, click Restart.

Status: This section displays CPU usage, memory usage, disk usage, throughput, CPU
usage trend, memory usage trend, 10 speed, etc.

CPU Usage: Displays CPU usage of node. On the right side, you can view CPU usage in
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the last hour or 24 hours.

(D Mermary Description Throughput Memory 10 Speed ¥ LastHour ~ Last 24 Hours

All v

Physical Mem
Usage

79

Bunring Vi Mem

CPU Usage Usage

92 »

100%

. N e N TN N S
134+«

4 GHz X 12 core(s) 24 thread(s) Free: 53 61 GB Free: 87 B7 GB
Total: 356 GB C-RAM: 211 41 GE

0%
1610 1620 1630 1640 1650 17:00 1770

— CPU Usage

Memory Usage: Displays the total and free memory size respectively, as well as memory
usage. On the right side, you can view memory usage in the last hour or 24 hours.

(1) emory Description Throughput ~ CPU 10 Speed ¥ LastHour  Last 24 Hours
Al ©
Physical Mem Bunning VM Mer!
CPU Usage Usage Usage
279.4CE
94 « 79 » 134+
186.2605 -
4 GHz X 12 core(s) 24 thread(s)  Free: 6355 GB Free 87.67 GB 951308
Total 255 GB C-RAM 21141 GB
el
16:20 1630 1540 18:50 1700 1710 1720
— Used — Total

Disk Usage: Displays the total and free disk size respectively, as well as disk usage.

(D) Wemary Description

—

Disk Uszsane

Fhysical Mem
Jzange

79 «

Running Wil
hem Usage

134+ 10 =

CPU Usange

94 =

24 GHz ¥ 12 core(s) 24 Free: 53.76 GH Free: 87 BT GH Free: 43.4 GB

threadis) Total: 256 GB C-RAM: 211.41 GB Total: 43 GB

Throughput: Displays the trending of node throughput.
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() Mermory Description Throughput | CPU  Memory 10 Speed ¥ LastHour = Last 24 Hours

All v

Physical Mem
Usage

79

Running VM Mern
Usage

134+

CPU Usage

93

400Mbps

200Mbps

4 GHz X 12 core(s) 24 thread(s) Free: £3.84 GB Free: 87.67 GB

Tatal: 258 GB C-RAM: 21141 GE
obps

16:20 16:30 16:40 16:50 17:00 1710 17.20

— Inbound — Outbound

Basics & Hardware Configuration: This section displays basic information and hardware
configuration of node. Basic information includes Node Name, Description, Software
Version, Storage Adapter IQN, Network Used CPU, Network Used Mem, Cluster
Controller, Uptime, Running VMs. Hardware configuration is listed onthe right side. (Node

Name, Description, Storage Adapter IQN, Network Used CPU and Network Used Mem
are editable).

Made Name: 1922001918 24 43 cru 6 core(s) 12 Thread X 2 (ntel(R) Xeon(R) CPU E5-2620 v3 @ 2 40GHz)
Descrigtion 24 Clock Speed: 2.40 GHz

Cache: 15 MB
Hardware Type Non-Sangfor aServer ache

Stepping: 2
Software Version: SANGFOR aCloud 6.0.1_EN Build20200307

A W Memory 256 GB

Sorage Ader (G 200508 1 el fosiapete 5 [
Network Used CPU! 1 care(s) =z W Reserved: 4458 GB Prealocated: 11 GB
Network Used Mermn 4887 MB 4] W available: 20041 GB M Overcommitted: 160.33 GB
Cluster Controller: Na b . NC ]
Untime: 129 days 12 hre 38 mins - HEA MNane
Running Yhs 21 | ww RAD 1

2.5.3.2 ViewingAccessible Storage

On the Accessible Storage page, you may view the information of datastores that the node
has access to. If a datastore is online, you may see its detailed information, such as Used,

Free, Total Capacity, ect. If that datastore is offline, Used, Free and Total Capacity will be
zero.
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ode > 192.200.19.18 Accessible Storage Virtual Network Devices

¢ Refresh  Test Storage 10 Speed

Datastore Type Used Free Usage Capacity Peak Read Speed Peak Write Speed

== 1scsl [Eles]] 498.5 GB 365 GE 92.64% 496 GB 118.15 MEfs 169.73 MB/s
£2 192.200.19.16/0cal Lacal storage 46GB 434 GB 957% 48GB 488 52 MBfs 326 73 MBIs
£ VirtualDatastore 1 Virtual Storage 1898 TE 10Te B5.48% 28.88TEB 39537 MBfs 184.57 MB/s

Test Storage 10 Speed: It is used to test the peak write and read |10 speed.

Mode 9.18 Accessible Storage Virtual Network Devices

£ Refresh Test Storage IO Speed

Test Storage 10 Speed x

Diatastore: 15CS v Block Size: 64 KB W

Results

Peak Read Speed
Peak Write Speed

Read Rate Per
Process:

\Write Rate Per
Process:

2.5.3.3 ViewingVMs

On the VMs page, you may view the virtual machines running on the node. Those virtual

machines are displayed by group(Virtual machines not running on that node will not be
displayed).
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Summary Accessible Storage Virtual Networl Devices

I -

e e

WA Ce

CPU Usage & CPU Usage

Memory Usage Mermory Usage
Powered Off Powered Off Powered Off - -
Disk Usage Disk Usage

Fuzzy matchis supported. You may search for virtual machine by VM name or click Advanced
Searchto search for virtual machine by VM status, type and group.

Virtual Network Devices

Summary Accessible Storage

Wi name

All

Type All
Lo %o <o
ﬂ .:.& .:.& % Group Yirtual Machine v
20002 Server0003 Serverd005 A Among immediate VMs in the above group
CPU Usage
Mermnary Usagd
-ed Off Powered Off

Mizk | =ane 1R% l Mizk | I=Ane et

On the Virtual Network Devices page, You may view the network device which running on
the nodes. Those network devices are displayed by group(Network devices not running on
that node will not be displayed).

Summary Accessible Storage Virtual Network Devices

1AM

ST

AF

OO00o0o0o0oaoio
"0‘36'&‘16' &

2.5.4 Physical Interface

You may view the following information of physical interfaces on the Physical Interface tab:
Network, VLAN ID, Use of interface, IP address, Gateway, Driver, Link Mode, Status,
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and Operation.

EOHENELES Communication Interfaces

C' Refresh € Add Multiple Aggregate Interfaces & Add Multiple VLAN Subinterfaces & Edit Multiple {} Advanced v

System Disks

Node Narne IP Address.

Use of Interface Descript Gateway Driver T, Link Mode Status  Operation

192.200.19.18 [ etho - Management Int - 192.200.19 192.200.19.1 igh Auto-negotiation v Edit

192.200.19.19 [ et - Edge-comnected... - - - igh Avto-negoiation v Edit
eth2 - Storage Network. - - - igh Auto-negotiation
etha - Storage Network - - - igh Auto-negotiation
Bthd - Edge-connected - 19216819 - igh Auto-negotiation v Ediit
eths - Overlay Network - 17217183 - igh Auto-negotiation v Edit

To edit interface, click Editin Operation column to enter the Edit Interface page.

On the following page, you can modify interface settings exclusive of Name and MAC
address.

Edit Interface (192.200.19.18) X
Narne: sth0

Description

WLAN 1D Add a VAN subinterface to specify VLAN ID

IF Address 1922001918

hetrask: 2552552550

Gateway 192.200.19.1

A Advaneed

Link Macle: Auto-negotiation v‘
MTU 1500 @
MAC Address: 00:e0ed:5b:11:5¢

2.5.4.1 Adding Aggregate Interface

Aggregate interface helps to improve performance of data communication, and supports
data redundancy based on IP address and MAC address. When one of the interfaces is not
available, data will be transmitted via other interfaces so that service continuity is ensured.

m EOYAIEIGEGEMI Communication Interfaces System Disks

' Refresh | Add Multiple Aggregate Interfaces | @ Add Multiple VLAN Subinterfaces # Edit Multiple £X Advanced v
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Add Multiple Aggregate Interfaces X

) The connected physical switch must be configured accordingly based on specified load balancing mode.
IP address cannot be changed when adding new aggregate interface. You may change it after this operation. If any of the selected interfaces is a management interface or averlay netwark interface, the
created aggregate interface will inherit its use and IP address
If a member interface has been used for disaster recovery or iSCSI, aggregation operation will invalidate the original use of that interface. Please configure another interface for that feature after adding

aggregate interface

£ Edit Mutilple

Node Name Physical Interface (D) Load Balancing Mode IP Address Netmask Gateway
192.200.18.18 &th0 eth5 v Activelstandby (Mode v Use eth0 P address (192.200.19.18) 255265 265.0 182.200.18.1
192.200.19.19 &th0 eth5 ~  Activelstandby (Mode v Use eth0IP address (192.200.19.19) 355355 255.0 182.200.18.1

A

Aggregate interface must be configured on connected physical switch accordingly,
otherwise network may be disconnected.

Previous connections on member interfaces must be set up again via aggregate interface,
since they are dropped because assigned IP addresses are removed.

2.5.4.2 Configuring Advanced Settings

On the Physical interface page, you may configure DNS Server, Static Route, Inter-Host
Communication Interfaces by clicking Advanced > Other, as shown on the following page.

Mode IP Addre

Node 182.200
Starage MNetwark Interface
@I eth3 - Storage Metwork Interface
@I athd - Edge-connected Interface - 192,168
I@lelhs - Owerlay Metwork Interface - 172171
[ ethe
[ eth?
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DNS Server: It is required when node needs to connect to the Internet to resolve domain
name. For instance, DNS server should be configured when the node accesses NFS server
through its domain name, synchronizes time, or sends alert email. Up to 3 DNS servers can

be configured.

Others (192.200.19.18) b4
DNS Static Route Inter-Host Communication Interfaces
Preferred ONS:
Alternate DNS 1:

Alternate DNS 2:

Close
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Inter-Host Communication Interface: It includes management interface which is used to
manage nodes, and overlay network interface(VXLAN). Overlay network interface is a
physical interface used for communication among virtual machines. If there are more than

one physical interfaces on host, you need to specify one interface for host communication.
IP

Others (192.200.19.18) X
DNS Static Route Inter-Host Communication Interfaces

Management Interface: ath v

Crverlay Network Interface (YVXLAN): aths v

cati
addresses of communication
interfaces should be on a same network segment.

2.5.4.3 Adding Static Route

To add a static route for node, click Static Routes to enter the following page and specify the
following fields: Destination IP, Netmask and Next-Hop IP.

Add New Static Route

IP Address

Netmask:

Next-Hop IP:
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2.5.5 CommunicationInterface

Under communication interface, you can view or change the configuration for each type of
interfaces. Starting from version 6.0.0, flow control function has been added to control the
traffic flow for the reused interfaces.

m Physical Interfaces | 0 Wl system Disks

@ Network Interface Flanning Tips
s the cluster, including Inifiating templale upeale, executing backup and recovery commands, checking whether e node s offine
rioda Name Management Interfsce Intertace 1P Hetmask Gateway Driver Type: Link Mode
Mode 1922001919 | eth0 192 2001918 2652552550 192200190 o Autg-neguilation (000K / Full-dug

1822001918 ] eth0 192 2001918 265255 255.0 192200191 g Adto-negotiation (1 000K J Full-dug

2.5.5.2Management Interface
Management interface in HCI will be used for several function such as managing the HCI,
migrations, connecting external storage, template update, backup and more.

Settings: Allow to select specified physical interface as management interface with the IP
address, netmask and gateway configuration.

Settings b
£ Edit Mutilple
Mode Marme Management Interface Interface IP Metrask Gatewvay
Node 182.200.1...  [[| ethD | 19220001919 255.266.256.0 192.200.12.1
1922001918 [[)] ethd v | 15220001918 255.255.256.0 192.200.19.1

Cluster IP Address: Allow to change cluster settings which included cluster ip, netmask and
Cluster name.
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iZluster IP Address

HCI platform supports web-hased access anthe cluster IP address, which makes M management mare stahle.

nder narmal circumstances, SANGFOR aCloud GUI is reachable through IP address of any managed node
unless the node fails.
With cluster IP address, you will never lose control ofthe management even when one node fails unexpectedly.

SAMNGFOR aCloud management through cluster IP address improves system stahility and reliahility dramatically,

Cluster IF: 192.200.19.20
Metrmask: 2852652550
Cluster Mame: CTI HC test

2.5.5.2 Overlay Network Interface

Overlay network interface will be used for inter-nodes communication for the virtual devices

and virtual machines.

C' Refresh | # =i @ Network Interface Planning Tips

An overlay network interface is used for business data ransfer across nodes. ¥is running on different nodes communicate with each other through this interface.

Netmask Driver Type Link hode Lyt VLAN ID

MNode Name Overlay Network Interface Inferface IP

Node 1922001818 [ et 17247184 265.265.255.0

[CaaT etns 17247193 265255.256.0

igh Auto-negotiation (10004 /Full-dupl. 1500

igb Auto-negotiation (10004 / Full-dupl. 1500

192.200.18.18
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Settings

£ Edit Mutilple

€3 Refresh

3% |P Address Pool | | [ Edit v

AN Port

WHLAN Port | 5472 W

Cancel

Nade Mame Cwerlay Metwark Interface
Mode 192.200.19.19 (] eths v 1

192.200.19.18 IE\ etha v 17217193 295.255.255.0

D Enable high performance mode (MTL will be changed to 1600 and therefore Jurnbao Frame must be enabled aon physical switch to avoid
netwark failure)

Edit Multiple: Allow to edit the physical interfaces forall nodes.

£ Edit Mutilple €% |IP Address Pool [ Edit WXLAM Port

Interface P Metmask
. [ Physical Interface: 172.17.18.1 265.265.255.0
se of Interface Link Mode
methﬂ Management Interface  Auto-negotiation (1000w 7 Ful..
eth Edge-connected Int... Auto-negotiation
@]etm Edge-connected Int... Auto-negotiation (1000 7 Ful. ..
@Ieths Owverlay Metwork Int... Auto-negotiation (1000 7 Ful. ..

IP Address Pool: Configure the IP Pool forthe overlay network.
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IF Address Pool by

Q Specify IP address for overlay network interface (XLAM) to enable virtual machines running on

different nodes to communicate with one another.

IP Addresses: {each node is assigned an IP address)

127 18117217 19,10

Example

Metmask: 2552552850

WHlAN Port: | 5472
a472

47849

47490

Overlay Network interface: Change the physical interface for overlay network on
corresponding nodes.

Enable high performance mode: MTU will be changed to 1600 to improve performance for

overlay network. Connected switch are required to enabled Jumbo Frame if this option has
been enabled.

2.5.5.3 Edge-connected interface

Edge-connected interface is the interface which forward the traffic from virtual machines
and virtual devices to the connected physical switch.
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System Disks

@ Metwork Interface Planning Tips

used for cluster to

ith g M3 are etk thiough

Hode Narms Edge-connected Intertace P Address Netrask DiverType Link Moda

4 sdgel
Node 192200 19,19 L ethi - - iab Auto-negotiation
1922001318 Cd et . . iob Alto-negotIation

4 Edgei
Hode 192 200.18.19 [ ema 18216818171 255 255 2650 igb Auto-negeliation (10001 / Ful
1922001918 L/ sthe 19216818172 255255 265.0 igb Adto-negatiation (1 000K/ Ful

Edit Topology : It will redirect to the Network tab where you can edit the edge configuration.

2.5.5.4 Storage Network Interface

Storage network interface will be used to connect the SAN between 2 nodes. It will be used
to sync the data and the storage resource across nodes will be access through this interface.

C' Refresh | # Settings | 4¥ Test Connectivity

‘Astarage network interface is used for communication between difierent nodes inthe cluster Vids access storage 1esources scioss nades through this interface Storage
Meds Mame Physicsl Interface Interfsce P Nagatisted Rate MTU
Mode 1922001919 Eth, et 10251919 1000Mbis

1922001918 eth2, #th3 1025191 1000Mbis

Settings: It will prompt the Storage Area Network which allow to select Link Aggregate
mode, physical interface, IP address and netmask.

Settings X

o Deployrnent 2 Select Storage Network Interface

Deployment Mode (for data communication among clustered nodes)

(D) Link aggregation disabled () Link aggregation with one switch (@) Link aggregation with two switches

Link aggregation with two switches
Eenefits

Bandwidth and fault tolerance capability is higher. Failure of one link or switch does

not affect storage communication.

:x: Drawbacks
SWITCH

More interfaces and switches are required.

Motes
r--e=g-------ftg-------"=g---- 1
| | Storage area network (SAM) is used far data transmission across nodes. Please
. . connect the objects with cables according to the diagram.
1 1
| | | The switch may be layer 2 switch, no change required.
1 1
| | If there are only two nodes, simply use a cable to connect one ancther, without using
: : any switch.
1 1
1 Storage Area Network '
1 1
L e e e e e e e mmm e mmmmmm—m——————— a4
102
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Test Connectivity: This allow to test whether the storage network has been isolated from
other network.

Test Connectivity X

Q This IF address iz used to ping connectivity to the node to check
wihiether itis isolated Read More

Better be router [P address that is always connected.

IPAddress:

Ok

2.5.5.5 Flow Control

Flow control is the function which restrict the peak traffic for each types of interface to
ensure the performance for each interface for the network multiplexing port .

Network QoS can be applied to the traffics through the flow control.

C' Refresh | # Settings

ol 11 FeCOMMENTR] 10 enable 0w COMTO and 9et peak rates 1o ywhena Ieraee, WAL eage-connected Iteree, ofthese inters e RO SURMGF PasE
B Node Name Reused Interface Link Mode (1) Management inferface Paak Rate  VHLAN Interface Peak Rate Edge-connected Interface Peak Rate (1) Flow Contral
B 192168203 st 1 6bps.
M 192188204 ethd 1 0bps.

192168.205 amnd 1 00ps
B

Settings: Configure the Peak Rate for each interface accordingly.

Settings *

# Edit Peak Rates

[ ] Mode Name Reused Interface LinkMode (i) Management Interface Peak Rate VALAN Interface Peak Rate  Edge-connected Interface Peak Rate (1)
[+ 182168203 eth0 1 Ghps l:lhﬂbps Mhbps Mbps
[ 1@z168.204 eth0 1 Ghps Mbps Mhbps Mbps
[0 192188205 ethd 1 Ghps Mhbps Mhbps Mhbns

Enable Flow Control: Allow to enable the flow control for the selected nodes after peak rate
has been configured.
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Disable Flow Control: Allow to disable the flow control for the selected nodes after peak rate
has been configured.

2.5.6 Systemdisk

Starting from aCloud6.0.0., system disk can be replace individually without replacing the
whole node, including the storage disk.

The business integrity and availability can be ensure by replacing the system disk through
the following steps:

a
b.

(g}

Migrate VMs

Enter Host Maintenance Mode

System config backup

Rebooting and proceed with OS disk replacement

ISO guided OS re-installation

Hote

1.

2.

192166203 14TA_FORESEE_12808_850_H34375R002848 © normal 880 3%

192 168.20.4 1ATA_FORESEE_1 286B_E50_H34375R003300 © Nomal 280 3%

Physical Interfaces | Communication Interfaces

4 DiskTag Status. Tope 55D Lifetime Remaining

192168205 1ATA_FORESEE_1 28GB_S80_H24375R003391 O Hormal 880 9% &place System Di

You will be prompted to enter maintenance after clicking Repalce System Disk.

Alert

Node of the system disk has not entered maintenance mode. Please enter
maihtehance mode before replacing its system disk.

Enter tMaintenance Mode

Before enter the maintenance mode, it provides the options to migrate VM to
another host or shutdown the VM.
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Enter Maintenance Mode b4

o Select Operation o Devices to Be Shut Down o Devices to Be Migrated

() Prior to enabling maintenance mode, migrate or shut down its running virtual machine or network devices o avoid business interruption

ExpandAll 5] Collapse Al (!) Select Shut Down for Multiple Name Q I

Device Name Datasiore Operation
[} = Virtual Machine

E‘ Default Group

..... = migrate VirtualDatastore1 Migrate v

Migrate

Virtual Network Device

Shut Down

i Rout . : §
outer Can choose either migrate VMs

or shutdown the VM

“ Can‘:el

Physical Network Use of Interface System Disk
|

£ Refresh 1= Sort by Name v Message x

The node enters maintenance mode when al the virtual network
devices and virtual machines running on it are migrated or shut
down.You may perform shutdown, reboot and replacing node (in
powered-off state) operations on the node in maintenance mode.
Notes:

1. Ifany virtual machine has ongoing task (e.q.. backup). the node

may be unable to enter maintenance mode. In this c: wait for the

task to complete and then try again.
2. If you select to perform an unreasonable operation on the device

192.168.20.37 (Master) 192.168.20.36

(such as you cannat find a suitable host to migrate the VM), you can

CPU Usage 37% reselect it or manually process it before trying again
[ Auto shut down node after entering maintenance mode:

] o Total 47%
Being Maintained e Enter admin password to confirm operation:

Memory Usage Password |

“

3. After host entered maintenance mode, proceed to replace the system disk.

OK b'e

System disk replacement is not applicable to the scenario where RAID is set up with syste
m disks. In that scenario, contact technical support representative.

Note: If there have RAID configuration done on the OS disk, kindly contact technical
support to assist you on your issue.

4. Click on the backup to save a copy of config into available host.
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Replace System Disk

o System Configuration Backup ° Replace System Disk

Back up system disk configuration to another node in the cluster

Y configuration includes e, IP and other network settings, cluster settings, SP, virtual storage settings, aServer
signature.

Back Up

Replace System Disk

@ svstem conniguration Backup @ reviace system pisk

Back up system disk configuration to ancther node in the cluster
System configuration includes hostname, IP address and other network settings, cluster settings, SP, virtual storage settings, aServer
sighature

Backup Progress
I, 100
@ completed

5. Click “finish” to complete the system disk replacement wizard.
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Replace System Disk

X
0 System Configuration Backup o Replace System Disk
Steps
o Prepare a system disk
Disk Size: >=120GB
Digk Status: For S3D, its lifetime should have more than 80% remaining; For HDD, it should not have any bad sectors.

@ Shut down the node, plug out the existing disk and insert a new one
Node: 192.168.20.37
Data Status: Unmigrated VM(s) or unbacked up data will remain on the old system disk_

Turn System Disk LED

e Start the node from the same version of CD/USE drive, select Replace System Disk, and then follow instructions to install the new

system disk
aCloud Platform: aCloudf 0.0_EMN_E (consistent with the original system disk)
Mode [P: 182 165820 27 (consistent with the original management interface address)

o After successful installation, exit the CD/USB drive and restart the node

e After replacement is completed, go to Nodes and turn off maintenance mode for the node.

6. Make a bootable USB with ISO file HCl 6.0.0 EN or above, and restart the nodes.
Select boot from USB.

7. Select Third option “Replace Sysdisk Install Sangfor HCl on this”

sangtorsaCloud” Elatforn

Instalill SangEerRaCloud onE this nachine
NMigrate this machine b

Press Enter to boot or Tab to edit option
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8. Configure network configuration for the booting ISO.
Local IP: Replacement node IP

Netmask: Network subnet mask
Master IP: Cluster IP address
Gateway: Default gateway for the IP

Helcome to SANGFOR aCloud

Network Configuration
Please Configure Network:

LOCAL IP: [CEBCERLEAN
Netmask: 255 .255.255.0

MASTER IP: 192.168.20.35
Gateway : 192.168.20.1
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Helcome to SANGFOR aCloud

Network Configuration for ethd
Ethernet Interface: ethd
LOCAL HOST IP: 192.168.20.211
Netmask: 255.255.255.0
Gateway Address: 192.168.20.1

Cluster Master IP: 192.168.20.35

9. Select Yes to restoring backup configuration from the system.
Helcome to SANGFOR aCloud

Backup package information for restoring configuration

The filtered backup package information used to restore
the system configuration is as follous:

Package

Name :be69150c4dS57£28f2017bE5503a10e69 _host-5853c005680d43
192.168.20.37_6.0.0_EN_B_20191104112504

Package Backup Time: 20191104112504

Note: This backup package may be retrieved from the
cluster based on the IP(192.168.20.37) field due to the
addition or deletion of the host network card. Please

682

< No >
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SANGFOR aCloud
Select the disk where you want to install:

|
|
|
I
|
|
|
|
1
|
+

CCancal>

After click ok, it has to wait some time for HCI firmware installation on this new OS
disk.
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10. After all, it has to quit the maintenance mode to verify the new OS disk is working
fine.
Helcome to SANGFOR aCloud

Replcae Sysdisk Campleted
1)Please check whether the order of network card has
changed and adjust the network configuration in time.
2)After the host reboot and enters the original cluster,
please operate the host to exit the single host
maintenance mode

System includes General, System Maintenance and Others. General includes Licensing,
Date and Time, System Administrators and Permissions, Alarm Options, Cluster Settings,
System Backup and Restore, and VM Backup and Recovery. System Maintenance
includes Tech Support & Download, Logs and Alarms, Upgrade, Health Check and
Customization. Others includes Recycle Bin and HA & Resource Scheduling.
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Reliability

2.6.1 Avuthorization

Itincludes Basic Components, aSEC(Security) and Advanced License. Basic Components
includes aSV(Compute Virtualization), aNET(Network Virtualization), aSAN(Storage
Virtualization), aCMP(Cloud Management Platform). aSEC(Security) includes vNGAF, vADC,
vIAM, vSSL VPN, vWOC, DAS, etc. Advanced License includes CDP(Continuous) and
aHM(Heterogeneous Virtualization Mgmt).

There are two editions, Trial Edition, and Enterprise Edition.

AsforUpgrade To Enterprise Edition, a USB key is required to be plugged into one clustered
node.

The Enterprise Editionis shown as follows:
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Edition: Enterprise Edition

: Edit License Key
Basic Components: Update Service Expiration Date: 2020-05-03

a5V (Compute Virtualization) aNET (Network Virtualization) aSAN (Storage Yirtualization)
Wersian: WE.0.1 Version: VE.0.1 ersian:

Expiration Date: 2020-05-03 Host CPUs: 4/4 Used/Licensed CPUs:

Host CPUs: 474 Expiration Date: 2020-05-03

Distributed Firgwalls: Enabled

aSEC (Security):

8 N &, 551 VPN

Edit License Key: To edit license key, click Edit License Key.

Import License Key File: Toimport a license key file, click Import License Key File.

Eaton [Pro]Enterprise Edition

Basic Companents: KeylD:  CCECH T Doemame ot Edit License Key

35V (Computs Virualization) SNET (Natwark Vi i i Expart License Key File
Basic Components:

Version VB1D  Version VBAD  Version
Expiration Date: 20201016 HostCPUS: 65100 UsediLicansed CPUs: TCWF CALM- ZXTEWWE.L 24U Y KAJS RECFN @
Host CPUS: 6100 Espiration Date 2020-098-23 NEMWDIK Viualization NET WHVBBIOUy HhdZwa VPO hUShGrarli @
Distributed Firewalls: Enabled

rage Virualzation (aSAN) ZeOKPwAAAGAACAAQIAAAARAAARAAA @

aSEC Companents

iHmXe2x0zAKOPYp IS gy opvimJBb3ZE @
SyWB3qHYjpZ+ndTZHC2PSOTWO VT d10H @

o N T2LESW30UZET) N
ASEC Components OOINFEBqeEHT2LESWAoUZBTHigCBF kSN @

=L ation Boc ontroller & saLvPN  win

Expiration Dale 2020-09-23 Exgiration Dale 202009-23 Expiration Date 202009-23 Expiration Diate 2020-09-23

Export License Key File: To export license key file, click Export License Key File, as shown
below:

Basic Components: Update Service Expiration Date: 2018-01-07
&SV (Compute Virtusiization) SNET (Natwork Virtualization) aSAN (Storage Virtualization)

Version vEas Version: vsas Version

Expiration Date 20180131 Hast CPUS: 68 Used/Licensed CPUS:

HO81 CPUS: 68 Expiration Date 20190106

Distrivated Firewais: Enabied
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Details: It displays detailed configurations, such as Max Network Devices, Resource
Distribution, Licensed Features, etc.

Version:
Expiration Date:

Host CPUs:

aSEC (Security):

{5 NGAF

Expiration Date
Update Expiration
100Mbps
200Mbps
400Mbps
B00Mbps

100Mbps Created:
200Mbps Created:
400Mbps: Created:
B00Mbps: Created:

1.6Gbps Created:

Branch WPN Sites:
SSL VPN Users
Server Access Verification

Mobile VPN Users:

Cross-ISP Access Optimization IFSec VPN IPS

Antivirug \Web App Protection

Application Control \Web Filter Data Leak Protection

APT Detection RT Vulnerability Scanner

Software Upgrade

IFS Wulnerability Database

WAF Signature Database  Anfi-Virus Database

Bandwidth Management

V280
2110

2013-07-09
2013-07-09
(0/10)
{0/10)
(0/10)
(0/10)

Virtual key function has been added to HCI version 6.1.0. It allows HCI to be authorized
without the physical USB key which might be damaged during the delivery progress.

1. Thevery first step for the virtual key licensing is to export the device information used
to generate the license file. Under System > Licensing, select Edit License Key and
select Export Device Info File.
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»
&‘.‘ Sangfor HCI
L)

> Licensing

e Key
Basic Companents

a8V (Compute Virtualization) aNET (Network Virtualization) aBAN (Storage Virtualization)

* Key File
version VeI Wersion: ve1.0 Version:

Expiration Date: 2020-10-16 Host CPUs 61100 UsedlLicensed GPUs.
Host CPUS: 61100 Expiration Date 2020-09-23

Distributed Firewalls Enabled
stom:

oftware update

aSEC Companents

) NOAF (Next Generation Application B +0C ppiication Delivery Controllen) &% S5LVPN 1AM (ntemetAccess Management

Expiration Date 2020-08-23 Expiration Date 202000-23 Expiration Date 2020-00-23 Expiration Date 2020-08-23

Update Service 2020-08-23 Update Service 2020-08-23 Update Senvice 2020-08-23 Update Service 2020-08-23
Expiration Date Expiration Date Expiration Date Expiration Date

100Mbps @3s100) S00Mbps ©7100) ¥35L-100 ©i100) 50Maps (@1100)

200Mbps /100 16hps (or100) w5200 (0/100) 1 00Mbps (t 1100)

400Mbps (0s100) 36hps ©7100) ¥38L-400 ©i100) 200Mbps (14100)

View Details View Details View Details View Details

Edit License Key
Basic Components: Update Service Expiration Date: 2020-08-24 _

a8V (Compute Virtualization) aNET (Network Virtualization) aSAN (Storage Virualization) Export License Key File
“ersion: V6.1.0 Version: 610 Wersion:

Expiration Date 20201018 Host CPUs: 67100 UsediLicensed CPUs:

Host CRUS: 6100 Expiration Date 2020-08-23

Add up to 64 nodes to a
Distributed Firewalls: Enabled r
tome

foware update

aSEC Companents:

) NOAF (Next Seneration Application (B +0¢ (#pplication Delivery Controller) B ssLveN 14 dntermetAccess Management)

Expiration Date 2020-08-23 Expiration Date 2020-08-23 Expiration Date 2020-08-23 Expiration Date 2020-09-23

Update Senice 2020-08-23 Update Senice 2020-08-23 Update Service 2020-08-23 Update Senice 2020-00-23

Expiration Date Expiration Date Expiration Date Expiration Date

100Mbps 31100 S00Mbps (@rio0) S5L-100 (1100) 50Mbps (4r100)

NNk A ranm 16hns mrnm waal-nn aranm 1 0Mhbns A rnm

Licensing Mode: USB Key  Import License Key File I Export Device Info File I
key 1D Userame.

Basic Components:

agv. TCWF Q4L DXTBWWE - 24UV KAJS-RBCF I @
Metwork Yirualization (aMET): WHWEBK ) yldhdFwz g POV phUSh G xarhlz & £dd up to 64 nodes to &
Storage Virtualization (aSAN): ZeOKPWAAAGAACAAQTARAAAALAALLA @ T T customer

a3EC Components: e update

HGAF: iHrme2yyz ABKOPyp3rhSgeygplvim)BhaZE &
ADC: SyYWEIg+YpZnd TZHCZPS07wDON7 d10H @

LAM: DOINFEBgcEHT2LESWIoUZETHjg aF s @
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2. After that, provide this file to the corresponding Sangfor personnel for them to apply
for the license file.

3. Once the application has been approved or processed, the license file will be
generated.

4. Importthe license file forthe licensing.

2.6.2 DateandTime

You can change date and time on Sangfor HCl platform and sync its time with NTP server.

12:34:08

(UTC+08:00) Irkutsk, Beijing

Change

] Syne Time with NTP Server

Server:  poolntp.org v

2.6.2.1 Changing Dateand Time

It displays date and time on SANGFOR HCI platform. To configure date and time, click
Change.
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Date and Time b

4 2020-3 4

Sun Men Tue Wed Thu Fri Sat 1 2 - 34 - 2 5 :

1 2 3 4 5 6 7
g8 9 10 11 12 13 14

15 16 17 18 19 20 21 (UTC+08:00) Irkutsk, Beijing v
22 23 24 25 26 27 28
m 30 31 Syne with Local PC

To sync time with local PC, click Syncwith Local PC. Click OK to save the changes.

After saving changes to date and time, you need to log in again.

2.6.2.2 Time Synchronization

To synctime with NTP server, select one NTP server from the drop-down list, as shown below:

] Sync Time with NTP Server

Server: ‘ pool.ntp.org

pool.ntp.org

time windows .com
time.nist.gov
time-nw.nist gov

tirme-a nist.gov

Click Save and a dialog box pops up asking whether to sync now, click OK to confirm.

Synchronizing time with NTP server requires that the DNS server should be configured
correctly and network connection is also required.
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Mezzage 4

[ Sync Now

2.6.3 System Administratorsand Permissions

You can add multiple admin accountsand assign different privileges to those accounts.

Role eseription w & Resoures

- admin ‘Super Admin - Default Group - Unlimited Edit Reset Pa ord Certif
0 sengyuan ‘Systamn Admin - Default Group CPU: Unlimited, Memary: Unlimited, Undimited
't System Acmin - Detault Graup CPU: Unlimited; Memary: Unlimited, .. Unimitzd
O  camn System Acmin - Detault Graup CPU: Uniimited; Memary: Unlimited; . Uniimited
O] sangior System Admin @ Detault Group CPU Uniimited; Memors: Unlimited, . Uniimiled Edit Resel Password Ceri

2.6.3.1 Adding Administrator Account

To create an admin account to log into Sangfor HCI, click System Administrators and
Permissions to enter the following page. To add an admin account, click Add to enter the
Add Account page, as shown below:
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Add Adminigtrators account X

ame

Descrigtion

] Default Growp w
PEzzwand

Retype Fasswond

Permisskng Semings

Specify Name, Description, Password and Retype Password fields and a group. To avoid
typing a wrong password, Retype Password field is required. To configure permissions, click
Settings.

On the Permissions page, there are three tabs, Permissions, Resources and System. As for
Permissions, it includes permissions on such resources as virtual machines, virtual network,
virtual storage and physical disks.

Permissions x
Permissions Resources System
() By detaull, na resaurca Is selecied. You may cresis 3 resourcs groud Tar Adminisiraiars or sekel Nesources from e Nesource pool
Al Salected
L al.- o=
Azmet Azzat Pamisskons Delete

=0 Al Resources
[TD Virasl Machine
[TD Wil Metwork Davice
[+E| Winuzl Saorage

| Prysical Dlsk

=

As for Resources, it includes CPU, memory and storage. The resources are allocated to the
administrator to create virtual machines only, not taken up by virtual machines that are
created by other administrators but are managed by this administrator.
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Permizsions *

Permissicns Resources Systemn

CFRU ) Mo ik
() bt cones sar powered-on VRA[S)

core(s)
ey (ORI
{2 Mizx memary for powened-on Wk(s)
=B
Starzge () Mo ImR
() M ks size far 2l e VA S)
Le-]

Mohe: Thie above nesources ane allocated b fils Administraior ko creshe vifual machines only, not 35 resources used by Tie vimual machines created by ofer

Admintstrator B3t are managed by Bils Adminkstrator.

Asfor System, it includes Physical resources, System configuration and maintenance and
Service maintenance.

Permiszions x

Permissions Resources

Pryshel Resouress

Agsign Administraiors wih configuration permissions under Home, Storage and MNodes menus, 25 well 25 read-only permissions on il e vifuzl machines
(Cywirne
O Reag-only
() iz e

Syziem Semihg a0d Maltenance
ASEgn permisskons on Some [age, Ikiuding Licensing, Date and Time, Alarm Oplions, Cluster, Sysiem Backup and Restone, Tech Suppon & Download
Owirne
O Reead-onily
() izl

omers
Assign permisskons on some webpage in Ofers, Including Vi Backup and Recowery, Recyske Bin, HA & Resource Scheduling
(Cywree
O Resd-onily
() wisiie

As for Physical resources, it includes configuration of Home, Storage and Nodes and view
all the virtual machines.
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Asfor System setting and maintenance, it includes configuration of some System General
and Maintenance settings, including Licensing, Data and Time, Alarm Options, Cluster,
System Backup and Restore, Tech Support and Download, etc.

As for Others, it includes configuration of some System General and Maintenance settings,
including VM Backup and Recovery, Recycle Bin, HA and Resource Scheduling.

2.6.3.2 Login & Password Policy

Login and password policy can be configured for all System Administrators account. This
helps to improve the security by limiting the password minimum length, retry attempts,
validity and timeout session.

Login & Password Policy %

Password Policy

Minimum Lenath: o

Password i v
Complexity: simple

walidity: Unlimited h
Max Password Retry g ™
Attermnpts:

Lagin Policy

Login Interval: 1 secaond ™
Session Timeout: 24 hours ™

D Disahle multiple logins for same user

The same account can only be used to log in on one IP address.

[]Google Authenticator OTP

To send vetification code by email, configure SMTF Server

Restore Defaults

2.6.3.3 Assigning Permissions

On the Permissions tab, accounts can be assigned with different permissions, as shown
below:
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After adding accounts and having assigned permissions to those accounts, you can edit
permissions on the Compute and Networking page, as shown below.

‘System > Syetem Admintatrors 2na Permissins I —

) Refresh (O New 77 Delete

0| wam Descrien =
- iparmisins

- Depwywrimacnne Depiopus mscne

- memonpermEEen Ress-onl permizain

- mNopemssen

O visomsn Vst v e

Use etuork ctions I:l

[0 Network asministration
Edit Permis=sions x

Name Metwork administration

Description Use network functions

[=] [m] &0 permizsions
Elil Compuie
E NetwaTking

‘SYSIEM > SYEIEM AGTINISIEAITS 00 PEMIEEKNG

) Refresh (5 New T Delete

| vem Descrgton n
- Alparmissins

- Degloyvinkal machine Depia virtaal macnine
- messowpermssin mess-ony permzsion
- nNopemson

[ viasmsraton Uee vl maceines

2] Nevortaamaraon Usi Petuont anctons.

Permission of editing virtual network is similar to that of editing VM
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ey ——— A —

5 Refrash () New T Delete

W e Desorigion Ean
- o

- Depioyual macne Degioy witual macnine

- memy ez Rezoany permissn

- nopemsen

[0 VM smilsiraton ust vl masaie

B eswomzommisranon Ust petuork amctons

2.6.4 Alarm

The Alarm page includes Alarm, Alarm Option and Alarm Notification.

2.6.4.1 Alarm Option
Thresholds for alarm events can be configured, including duration and severity. When

thresholds are reached, alarms will be triggered and also alarm logs will be generated. as
shown below:

Node

Storage

Medium Alarms
Virtual Machine

Host memary usage is above a0 o for 10 minutes v
Virtual Network Device

Host swap partition usage is above 10 L 10 minutes v
License

Host CPU usage is above 90 % for 10 minutes v

Host CPU temperature is too high for 10 minutes v

Critical Alarms

Physical interface is disconnected

Node is offline

Owerlay network interface (w<LAN) is down

MNode is disconnected from gateway

[CTHast packet Inss rate is above 10 LI &0 seconds v

Host NIC anomaly lasts for 10 minutes v

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
269



Node

Storage

Medium Alarms

Virtual Machine

Storage 10 is busy for 30 minutes v
Virual Network Device

"] Backup repositary 10 is busy

License

Storage 12 latency is too high for 30 minutes v
Critical Alarms

Storage is disconnected from node

Storage status anomaly

RAID status anomaly

Storage usage reaches 90 %

Backup repository usage reaches 90 %

Node

Storage

Medium Alarms

Yirtual Machine

Memary uzage is above a0 % for 10 minutes v
Yirtual Network Device

[ CPU usage is shove a0 % for 10 minutes v
License

Critical Alarms

[C]wm image file is damaged

\/M backup fails

\/M is disconnected from physical network

MNurnber of sessions on a WM NIC is above 10000 for 3 minutes v

Save
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Node

Storage

Medium Alarms
Virtual Machine

CPU usage is above a0 % for 10 minutes v
Virtual Network Device

[ virtual network device encaunters internal error

License

Critical Alarms

D Image file of virtual netwark device is damaged

Router fails to run

[]Packet loss rate on virtual interface is above 10 v for 60 seconds v

M ALG usage is above an % for 30 seconds v (0

Vir’fua\ network device is disconnected from physical network

Node

Storage

Critical Alarms
Virtual Machine

License expiration
Virtual Network Device

License Save

The all Triggering Event specify threshold for Node, Storage, Virtual Machine, Virtual
Network and License.

2.6.4.2  Configuring Alarm Notification

To send alarm email, you need check the option Send alerts to specified email addresses

and then specify Recipient Email Addresses, and the recipient email addresses, and
configure the SMTP server by clicking on Settings, as shown below:
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Send Alarms to Recipient Address

| SMTF server is configured. Setfings

Recipient tingfanc
Address:

Cne entry per line, a maximum of & entries allowed. send Test Email
Motification: Critical Alarms

Periadic (O Immediate (1

@ Every | 15 minutes s [one naotification for alarms in & same category) | |
Medium Alarms
Periadic (O Immediate (1

@ Every & hours s [one notification for alarms in a same categary) | |
SMTP Server x
Sender Address Kehe
Server Address: smitp gmail com
Port: 465
E] SECUre connections
Protocal: SSL [

V] Authentication required

Usernarme: ke

Passward:  ssesssse

Sender Address: Specifies sender email address.
SMTP Server: Specifies IP address and domain name of SMTP server.
Port: Specifies port of SMTP server. Default port number is 25.

If the SMTP server requires authentication, select Authentication required, and enter
username and password.

If For alarm-triggering events of critical alarms and medium alarm occurring within N
minutes, send one alert email only (one for eachnode) is selected, only one alert email will
be sent for alarm-triggering events of the same category within the specified period.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
272



Maotification: Critical Alarms
Periodic: () Immediate

@ Every 15 minutes s~ [(one notification for alarms in a same category) | |
Medium Alarms
Periodic; () Immediate
@ Every | £ hours s (one notification for alarms in a same category) | |

2.6.5 Configuring Cluster

You can configure cluster, management interface and overlay network interface.

2.6.5.1Cluster Settings

It supports web-based access, on the cluster IP address, which makes VM management more
stable. Under normal circumstances, Sangfor HCI GUI is reachable with IP address of any
managed node unless the node fails. With cluster IP address, you will never lose control of
the management even when one node fails unexpectedly.
Sangfor HCl management through cluster IP address improves system stability and
reliability dramatically.

aCloud platform supports web-based access on the cluster IP address, which makes VM management more stable.

Under normal circumstances, SANGFOR aCloud GUI is reachable with IP address of any managed node unless the node fails. With cluster IP address, you will never lose control of the management even

when one node falls unexpectedly.

SANGFCR aCloud management through cluster IP address improves system stability and reliability dramatically.
Cluster IP; 192.
Netmask: 255.255.255.0

Cluster Name:  CTI

Save

A

Sangfor HCI can communicate with aCMP on the cluster IP address. To use relevant features
of aCMP, the following should be configured, Cluster IP, Netmask and Cluster Name, and
click Save to save the changes.
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2.6.6 System Backup and Restore

It includes backing up and restoring configurations of system and virtual network devices,
and also restoring to factory defaults.

System > System Backup and Restore

Export Logs Export System Configuration

1. Restore from a scheduled backup

2020-02-29 08:43:41 v

2. Restore from a backup on the local disk

Selsct ™ beffile

Restore Last Backup: 2020-01-16 15:57:51

2.6.6.1 System Backup

Itincludes Export Logs and Export System Configuration, as shown below:

Export Logs Export System Configuration

Export Logs: Click to back up logs of specified period and specified nodes onto local disk.

Export System Configuration: Click to back up system configurations.

2.6.6.2 System Restore
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There are two options, including restoring system settings from a scheduled backup or
restoring system settings from backup on the local disk.

1. Restare from a scheduled backup

2020-03-29 08:43.41 v

Restore

2. Restore from a backup on the local disk

Select * bef file

Restore Last Backup: 2020-03-28 16:10:55

2.6.6.3 Restoring System to Factory Defaults

You may click Restore to Factory Defaults to restore Sangfor HCl to its factory defaults. All
nodes will be restored to factory defaults and removed from Sangfor HCI. You need to add
them again. Sangfor HCI will also be restored to factory defaults, including Cluster Settings,
System Administrators and Permissions, VM Backup and Recovery, User Experience
Improvement Program, Date and Time, and Alarm Options.

Al nodes will be restored to factory defaults and removed from SANGFOR aCloud
SANGFOR aCloud will also be restored to factory defaults, including Cluster, System Administrators and Permissions, VM Backup and Recovery, Date and Time, Alarm
Options, etc.

Please operate with caution!

Unreasonable Reasons: Reasonable Reasons:

1. Remove node(s) from the cluster 1. Return testing device

2. Fix system problems 2. Reset settings of all clustered nodes

3. Replace damaged node Meither of the reasons? call us at +60 127-117-128(7511)

The following are unreasonable reasons for restoration operation:

1. Remove node(s) from the cluster
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Message X

Reason: Remove node(s) from the cluster

Restaration to factory defaults is not necessary. Capacity reduction may
bring high risks, such as data loss, business
interruption. Flease operate with caution!

2. Fix system problems

Meszage 4

Rezson: Fix spstem problems

Contact us 3 -+60 127-17-128(7511 ) ho troubleshoot Syshem problems

3. Replace damage node

Message X

Reason: Replace damaged node

This operation does not require configuration restaration. To replace a
node, migrate network devices and virtual machines
running on that node to another node and then shut down the
node befare performing replacement operation in MNodes.

The following are reasonable reasons for restoration operation:
1. Return testing device

Before returning testing device, make sure all data on clustered nodes have been backed
up and business system has been migrated, to prevent data loss, business interruption,
since the operation is not irrevocable. Please operate with caution.

2. Click Proceed to restore settings to factory defaults.
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Message b4

Reason: Return testing device

Befare returning testing device, make sure all data on clustered nodes
hawve been backed up and business systemn migrated, to prevent data loss,

business interruption, since the operation is irrecoverahble

To continue restoring factory defaults, click on Froceed

Cancel

All data of clustered nodes will get lost and business interrupted after this operation
which,is irrevocable. Please operate with caution.

3. Click Proceed to continue restoring factory defaults.

Alert X

All data of clustered nodes will get lost and business
interrupted once it is restored to factory defaults,
which is irrecoverable.

To continue restoring factory defaults, click on Froceed

Cance|

Click OK to start restoring factory defaults. All data of clustered nodes will get lost and
business interrupted after this restoration operation, which is irrevocable. Enter password of
the current username to confirm operation:

Alert x

Aurs pou surs you want to rastors to factory defauits

Onee confinmed, restaration aperation ks performed, all data of
clustered nodes get lest and business is interrupted,
which are irrevocable. Plesse operate win caution

Enfer passward of (admin) o eonfinm operation

4. Reset cluster settings

Before resetting cluster settings, make sure all data on clustered nodes have been backed
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up and business system has been migrated. All data of clustered nodes will get lost and
business interrupted after this restoration operation, which is irrevocable.

5. Click Proceed to continue restoring factory defaults.

Message X

Reason: Reset settings of all clustered nodes

Befare resetting canfiguration, make sure data on the nodes have been

backed up and business system migrated, to prevent data loss, business
interruption, since the operation is irrecoverable.

To continue restoring factory defaults, click on Proceed

All data of clustered nodes will get lost and business interrupted after this restoration
operation, which is irrevocable.

6. To continue restoration operation, click Proceed again.

Alert x

All data of clustered nodes will get lest and business
interrupted once it is restored to factory defaults,
which is irrevocable.

To continue reshoring actory defauks, click on Prossad

7. Click OK to start restoring factory defaults. All data of clustered nodes will get lost and
business interrupted after this restoration operation, which is irrevocable. Enter
password of the current username to confirm operation:
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Alert X

Are you sure you want to restore to factory defaults?

Once confirmed, restoration operation is performed, all data of
clustered nodes get lost and business is interrupted,
which are irrecoverable. Please operate with caution.

Enter admin password to confirm operation:

Pazsiword

Confirm

If you have other reasons, contactus at +60127-117-129(7511)

2.6.7 VMware vCenter

In Nodes> VMware vCenter, there are two tabs, VMware vCenter and Nodes. vCenter
servers can be added, monitored and deleted.

VMware vCenter

3 Refresh () Add vCenter Server 55 Manage VMs

Oy

wiZenter
192
CPU Usage

Memaory Usage

Disk Usage

A

Currently only vCenter server 5.0, 5.1, 5.5, 6.0 and 6.5 can be added.

To add a vCenter server, click Add vCenter Server to enter the following page and specify
Name, Address, Username, Password, Port and Description, and then click OK to start
adding vCenter server and check whether the vCenter server has been added successfully.
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2.6.7.2 AddingVMware vCenter

On the VMware vCenter tab, it displays the vCenter servers that have been added.

ViMware vCenter m

¢ Refresh (¥ AddvCenler Server 53 Manage VMs

O

wCenter
192
CPU Usage
Mermaory Usage

Disk Usage

To add a vCenter server, click Add vCenter Server to enter the following page and specify
Name, Address, Username, Password, Port and Description, and then click OK to start
adding vCenter server and check whether the vCenter server has been added successfully.

Add vCenter Server X

¢ Ifthere is ESXi hosts being managed by the Yiware vCenter based on domain name or hostname, configure a DNS server to not affect Vi
migration and backup fromito Whware vCenter
(In Nodes = Physical Interfaces = Advanced = Others)

Name: Marne displayed on SANGFOR aCloud

Address

Username
FPassward
Fort 443

Description: Cptional

_ ‘:E”-”:E‘

To view VMs running on VMware vCenter server, click Manage VMs. For details about those
virtual machines, refer to the

2.2.2  Managing Virtual Machines in VMware vCenter section
Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
280



SANGFOR aCloud VMware vCenter

‘j'-;-;g View By Node 28 Panel ORefresh @New = Select |=Sortwv

.

=] | r

CTIESXI
E2 II . windows_ Yong T~ 1L.52.1_fqg

CPU Usage CPU Usage CPU Usage CPU Usage
Memary Usage Memary Usage Mermory Usage Memary Usage

Disk Usage Disk Usage Disk Usage Disk Usage

On the VMware vCenter tab, you can view detailed information of vCenter servers, enter
Web administrator console of VMware vCenter server, reconnect Sangfor HCI platform to
vCenter server or delete vCenter server, as shown below:

vzenter
1892

[

Summary Zonsole
™y
S o]
Feconnect Delete

Click on the IP address of a vCenter server or click Summary to enter the Summary page,
you will see the following information of that vCenter server: status, basics, alarms, etc, as
shown below:

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
281



> Vhiware vCenter > vCenter

¢ Refresh  [] Console €53 Manage VMs  [Z Edit

CPU Usage Mermary Usage Disk Usage 1

Data Center(s)
32 - " " 14
' ' " @ Running 4
o

s Others: 1

Used: 3.58 GHz Used: 16.14 GB Usec: 84348 GB 1

Total: 11.38 GHz Total: 31.78 GB Total: 1.81TE
Node(s)

Severity Ohject Deseription Timestamp Status A
Version 6.5.0 N
© critical Datacenters The recovery RPO is not being met. The current RPO 2020-02-18 09:34:55 Unread
Name: vCenter ]
ServerAddress 107 O critical Datacenters WRAis powered off 2020-02-18 03:28:55 Unread
Paort 443 4 O Critical Datacenters Journal history problermn. The amaunt of history is less 2020-02-13 18:02:46 Unread
[
Description ! © Crical Datacenters Journal history problemn. The amaunt of histary is less 2020-02-13 18:0248 Unread

To edit vCenter server’'s name, port or description, click Edit, as shown below:

Edit X

Marne: ‘ yizenter ‘
Port: 443
Diescription: Optional

To reconnect Sangfor HCI to vCenter server, click Reconnect, and enter password to start
reconnection.
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Reconnect X

Address: 192.
Username: administrator
Password:

To delete a vCenter server, click Delete to remove it from Sangfor HCI platform and
disconnect Sangfor HCl from that vCenter server butit will not be removed from the VMware
vCenter. Type OK to confirm operation.

Delete vCenter Server X

Are you sure that you want to delete the vCenter server (192.200.19.31)?

It 1= simply disconnected from this SANGFCR aCloud rather than be removed from the Yihware data center.

Type QK (case-insensitive) to confirm operation

Enter QK (case-insensitive)

Delete Cancel

2.6.8 Tech Support & Download

2.6.8.1 Services

Sangfor provides the following services, Technical Support, Community, Upgrade, etc,
which are available to both Standard Edition and Enterprise Edition.
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Remote Technical Support

1. Call the following hotline and apply for an autharization code to ask for remote diagnostics, troubleshooting, recovery or system enhancement.

2. Hotline; +60 127-117-129(7511)

p remote tech

Technical Support

1. Technical support staff guide you through setting up SANGFOR aCloud and getting the most out of your edition
2. Ta reach our team, send us email or call custamer service (+60 127-117-129(7511)) .

3. Standard edition provides technical support over phone only, while enterprise edition supports remote access and troubleshooting (service code is required by Sangfor)

1. Search: Customer can search for technical information from Sangfor knowledge database (For example, solutions, technigues, etc)
2. Cnline Technical Support: Ask questions and share experience with Sangfor technical support online
3. SP Download: Service patch can be downloaded to update the software.

4. Access Community {Community bt //community sangfor.com)

Upgrade

Upgrade from standard edition is restrictive, while enterprise edition supports update to any software version

[ Turn off auto update

Open Ports

To ensure availability of necessary functionality, some ports are allowed on physical netwark, Visw

To help us improve product usability and user experience, you can take participate in User
Experience Improvement Program.

We invite you to join in User Experience Improvernent Program to help us improve product usability, performance, design and user experience and provide mare innovative
services, by allowing Sangfor to gather and make statistics of each functionality. Information collected through this program does not contain personal information but the

product anly.

Yau have paricipated in User Experiance Improvement Program. Thank youl

2.6.8.2 Software Download

On the Download page, you can download Sangfor HCl software and Sangfor Converter.
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SANGFOR aCloud Software SANGFOR Converter

SANGFOR aCloud SANGFOR Converter

Download ISO Image: For Windows-Based Server: For Linux-Based Server:
(@ Update Serverin USA @ Update Server in USA @ Update Server in USA
(@ Update Server outside USA @ Update Server outside USA @ Update Server outside USA

2.6.9 Task

It includes Tasks and Resource Scheduling Logs.

Resource Scheduling Logs

C Refresh Action, node, object, description Q Advanced ¥

Status Action Start Tirme End Tirne Username Mode Ohject Type Object Operation

o Completed Log in 2020-03-29 16:33:40 2020-03-29 16:33:40 admin{ 192.200.19.4 ) 182,18 3 Administr ad- Wiew =
o Failed Log in 2020-03-29 16:33:29 2020-03-29 16:33:29 admin{ 192.200.19.4 ) 1921 Administr 3 View

0 Completed Delete edge 2020-03-29 11:11:21 2020-03-28 11:11:21 admin( 192.168.20.3 ) 1821 1 edge View

o Completed Auto merge backups 2020-03-28 03:11:15 2020-03-28 03:11:16 admin( 182.168.20.3 ) 1921 Schedule View

0 Cormpleted Auto merge VM ba 2020-03-29 01:15:34 2020-03-28 01:17:30 admin( 192.168.204 ) 192.1 Virtual Ma i pul View

o Completed Auto merge VM ba 2020-03-29 01:14:4% 2020-03-28 01:18:29 admin( 192.168.20.3 ) 1921 Virtual Ma Ol - View

o Completed Auto merge VM ba 2020-03-2901:13:14 2020-03-28 01:14:40 admin( 192.168.20.5 ) 182.1 Virtual Ma ah v View

o Completed Auto merge VM ba 2020-03-29 01:12:12 2020-03-28 01:13:07 admin( 192.168.204 ) 1921t 1 Virtual Ma W View

o Completed Auto merge VM ba 2020-03-29 01:11:15 2020-03-29 01:12:08 admin{ 192.168.20.3 ) 182.11 Virtual Ma o] ' View

o Completed Auto merge backups 2020-03-29 01:11:15 2020-03-29 01:17:37 admin{ 192.168.20.3 ) 182.11 Schedule M View

0 Completed Scan for bad sectors 2020-03-29 01:01:37 2020-03-28 06:01:55 admin( 192.168.20.3 ) 18216 Storage Vit View

o Completed Enable scheduled 2020-03-28 23:09:29 2020-03-28 23:10:34 admin( 182.168.20.5 ) 192.1¢ . Virtual Ma e View -

Tasks: It records all kinds of operations, such as creating new VM, etc. Each log contains the
following information: Status, Action, Start Time, End Time, Username, Node, Object
Type, Object and Operation. To view log details, click Viewin Operation column.
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Status: O Caompleted
Action: Log in

Start Time:  2020-03-29 16:33:40
End Time:  2020-03-29 16:33:40
Username:  admin( 192.20019.4 )
MNode: 192.168.20.3

Cibject Type:  Administrators
Ohject admin

Description:

Resource Scheduling Logs

C Refresh Wi, node, reason, description Q Advanced ¥

Status Wirtual Machine Current Node Destination Node Start Time End Time Operation

Nao data available

0-00f0 Entries Per Page

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
286



2.6.10 System Upgrade

In System > Upgrade, you cansee the upgrade page as below:

° Current Version ° Environment ° Upload Package ° Update Package o Confirm e Upgrade o Finish

Current Version: SANGFOR aCloud 5.8.7_R1_EN Build20190506 Rollback =

Mo updates found? Check for Updates Qnline

| current Version

Node Name s Status s Current Versian s
182.168.20.171 o Online 587_R1_EN-2018-05-06_20:48:56
182.168.20.172 ° QOnline: 5.8.7_R1_EN-2019-05-06_20:48:58

Click Upgrade and the device will enable the maintenance mode automatically as below:
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Then, the device will perform checking on the hardware status. If the devive pass all the
check, it will display message as below:

Q Current Version o Envirenment ° Upload Package o Update Package ° Confirm ° Upgrade ° Finish

| Results:
ftems Results Details
Check expiration date of upgrade license 0 Completed
Check hast status @ completed
Check host CPU @ completed
Check host disk @ Completed
Check hast memory @ completed
Check Baot partition O Completed
Check Local partition 0 Completed
Check host Log partition space 0 Completed
Checkwitness link @ completed
Check ¥M status @ completed

[ Q Maintenance mode is enabled successully

Click ‘Next’ and enter into the Upload Package page as below:

Q Current Version 0 Environment ° Upload Package o Check Update Package o Confirm o Upgrade o Finish

In this step, we can either click on the ‘Drag or click openfile’ to upload the upgrade package,
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or directly drag and drop the file into the provided space:

0 Current Version 0 Environment o Upload Package o Update Package ° Confirm o Upgrade o Finish

Uploading, please wait... 1%
Uploading: Sangfor_aCloud_6.0.1_EN(20200307) pkg Cancel

After upload completed, click close
Message X
Upload completed

Please do not close or refresh this page, otherwise, the uploaded update package

needs to be uploaded and checked again.
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Click Next and then HCl will do initializing checking on the package.

0 Current Version Q Environment 0 Upload Package

| Progress:
|

Checking ion of update package ... 13 %

Step Status Start Time

Checking auth

o Update Package

End Time

° Confirm

Details

o Upgrade

Try Again

wiersion:5.8.5_EN build 2018-07-20 18:57: 14 Update Method: Cold Upgrade

Tirne Taken: 10m

Select Update P

Impacts: Nodes need to restart and business will be interrupted. Please perform upgrade when business is not busy

Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) |

.

It will begin the upgrad and the page will display as below:

E.: tech.support@sangfor.com |
290

o Finish

W.: www.sangfor.com



o Curran Varslsn Q EnwIrariatit Q Uplagad Packaga o Updace Fackage ° Carfin e Lipigr aiie

| Progress:

Upgrading (0.00 %)...

| Details Try Again Diownload Logs
Upgrade Procedure Status Start Time End Time
[ Performing upgrade (® Processing 2018-07-30 20:08:17

It will take some times forthe device to finish upgrade:

@ comenciarsion @ enarannart @ uptesa rackage [« JETE O o Q) vnorase

| Progress:

@ Completed
After upgrade completed, click Next:
Finnally, click Restart Now to finish the upgrade:
Q C urrant varslen Q Enwiranimant Q Uplaad Fackaga ° Updste Package o Canflnn e Upgrada

© Upgrade completed

MNew updates require node fo restart fo take effect.

‘ Restart Now

2.6.11 Cluster Health Check

“ Finlen

o Finlch

&P Finisn

It enables you to gain insight into cluster health and operating status, and help you locate
specific problems (related with hardware, platform or business), and offers solutions, so as
to ensure that Sangfor HCl platform operates properly and to achieve easy maintenance.
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Types of entities to be detected are Running Status, Configuration and Physical Resources.

Entity Type

™ Running Status Check running status of cluster services and resources A
M System Services
M Configuration Files
[ System Partitions
M Datastore Usage

M virtual Storage Data

M % Configuration Check cluster configuration N
M License
[M Network Interface

M Virtual Storage Settings

After health check completes, you will see the score and results.

= [ A Q  Results

[=] Running Status Object 4+ Datastore Usage
Datastore Usage A 162 N @ 40%
[ Configuration 182,00 @ 21%
E] Network Interface 192 . @ 35%
Storage Network In... £ (=C8) A 926%
b Interface Configura. A 1CSI-Secondary © 37.9%
=] Physical Resources
Object 4 Virtual Storage Usage Awailable Capacity for 2 Replicas Available Capacity for 3 Replicas Invalid Capacity
E] 1 VirtualDatastore @ 264% @ 16078 @ 10478 @ Normal
i NICs A
E] 192
e A Ggeat 4 Fault Domain Usage
£ 18
NICs A No data available

Object

a“»

Virtual Storage Status

192.168.203 @ Mount path is normal.

If there is something wrong with storage, the specific issue will be detected, and the

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
292



corresponding solution will also be offered.

2.6.12 VM Backup and Recovery

Inthis Internet era, data has become the first productivity and data security has gained more
and more attention. Data loss or data damage, no matter due to human behaviors or natural
disaster, will bring about immeasurable loss to enterprises. Therefore, restoring data from
data replicas in the case of data loss becomes more important. On Sangfor HCl platform, the
first backup is a full copy of data and the successive backups are incremental backups in
which successive copies of the data contain only that portion that has changed since the
preceding backup copy was made, which backs up less amount of data, occupies less space,
and speeds up backup process as well. When a full recovery is needed, the restoration
process needs the last full backup plus all the incremental backups until the point of

restoration. Incremental backups are desirable as they reduce storage space usage, and are
quicker to perform.

2.6.12.1 Sangfor Backup Policy

With scheduled backup policy, virtual machines can be automatically backed up during
specified period of time.

Vivware Backup Policy Backups Viviware Backups Backup Repositories Global Settings

Folicy name Q

Policy Name Description VMs Schedule Backup Repository Archive Datastore Status Operation

BackupTolscsi 0 Every Friday, start at 23:00 ISCS-Secondary Edit Delete

Default backup policy Nevw virtual machine will b 20 Everyday, start at 23:00 VirtualDatastore1 Edit

Demo backup " Everyday, start at 23:00 VirtualDatastore1 Edit Delete

OO0o0oo
<0«

wordpress 0 Everyday, start at 23.00 VirtualDatastore1 IsCsl Edit Delete

On the toolbar, there are Enable/Disable backup, New Backup Policy, New CDP Policy,
Delete, Enable, Disable and Backup, as shown below:

@ AddNewPalicy & N

Enable/Disable backup: To enable or disable backup, click Enable backup to enable backup
or Disable backup to disable backup.

New Backup Policy: To add a new backup policy, click New Backup Policy. For details, refer
t02.6.12.1.1 Adding New Backup Policy section,
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To add a new CDP policy, click New CDP Policy. Fordetails, refer to 2.6.12.2.2  Adding
New CDP Policy section.

To delete backup policy, select the policy you want to delete and click Delete.
Enable: To enable a backup policy, click Enable, or click on the icon.

To disable a backup policy, click Disable, or click onthe icon v

To manually execute a backup policy, select a policy and click Backup.

To archive the backup to another backup repository, select the policy and click on Archive.

To search for a backup policy, enter the policy name in the search boxl I

On the Backup Policy tab, it displays policy name, description, the number of virtual

machines to be backed up, backup repository, backup period, status and operation, as shown
below:

[J BackupTalscsi 0 Every Friday, start at 23:00 ISCSl-Secondary v Edit Delete

W Folicy Name Description VMs Schedule Backup Repository Archive Datastore Status Operation ‘
[] Default backup policy Mew virtual machine wil b 20 Everyday, start at 23:00 VirtualDatastore 1 (O] Edit

Policy Name: Displays name of Sangfor backup policy.

Description: Displays descriptive information of Sangfor backup policy.

VM(s): Displays the number of virtual machines to be backed up. To view the virtual machines,
click on the number under VM(s).

Backup Repository: Displays backup repository.

Schedule: Displays backup period.

Archive Datastore: Display the datastore to store the archive backup.
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Status: Displays status of the backup policy, enabled or disabled. To enable a backup policy,
click on the ® icon. To disable backup policy, click on the v icon.

Operation: To edit or delete a backup policy, click Edit or Delete under Operation. The
default scheduled backup policy cannot be deleted.

To edit a backup policy, click Edit and enter the following page:

Edit Scheduled Backup Policy X
Mame: BackupTolscsi
Description:
Applicahle WM(s) 0 zelected &
Periodic Backup Repository

Periodic @Weekly O Daiky O Hourly O Continuous (COP)

Start Time: Friday W 2A00 W

Max Duration: 48 hour(s) (!

|:| Cancel ongoing hackup task upon timeout

[ClEnable periodic full backup
1. Periodic full backup task takes prianty over other backup tasks.
2. Full backup wil be taken although no new data are generated and its task will not be canceled upon
timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during
which incremental backup is not allowed. But it shortens Wi Backup Chain and improves 10
performance of recovered WM in data fetching phase

2.6.12.1.1 Adding New Backup Policy

To add a new backup policy, click New Backup Policy, and then follow the wizard to specify
backup periodic, select virtual machine, specify backup repository and policy name, as shown
below:
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Add New Policy

o Backup Periodic e Select Virtual Machine o Backup Repositery ° Policy Name ° Finish

Periodic: O] Weekly O Daily O Hourty
Start Time: Friciay W | 2300 v
Mazx Duration 48 hour(s) (1

D Cancel ongoing backup task upon timeout

[J Enable periodic full backup

1. Periodic full backup task takes priority over other backup tasks
2. Full backug will be taken although no new data are generated and its task will not be canceled upan timeout.
3. Periodic full hackup consumes more starage resources and may take more time to complete, during which incremental backup is nat allowed. But it

shortens WM Backup Chain and improves 10 performance of recavered WM in data fetching phase

Merge earlier backups to free up storage space

= Preserve all backups for the recent 1 months
» By default, it retains the latest backups within the retention period, backups preserved for more than 1 months will be merged to free up storage space. However, at least

5 backups will be retained to ensure WM data reliability

<

1. Specify Backup Periodic.

Backup periodic can be on weekly basis, daily basis and hourly basis. Automatic backup
cleanup can be selected to have backups deleted automatically.

Periodic: ©Weekly ODain OHDurIy

Start Time: Friday v 2300 W

Weekly: Select Weekly and configure as follows:

Periodic: @ weekly ODaity O Hourly
Start Time: Friday w2300 v
Max Duration: 48 hour(s) (1

|:| Cancel ongoing backup task upon timeout

[ JEnable periodic full backup

1. Periodic full backup task takes priarity over other backup tasks.
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout.
3. Perodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it

shartens WM Backup Chain and improves | performance of recavered Wi in data fetching phase

On weekly basis: Options are from Sunday to Saturday.

Start Time: It specifies time to start backup. Since backup may bring impacts to system
service, select a period that service is not busy.
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Max Duration: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop oncestarts. However, the backup
tasks having not started yet will resume when the time range arrives again. You may select
Cancel ongoing backup task upon timeout based on your own needs.

Enable periodic full backup: Full backup will be created periodically on the specific time and
date instead of only incremental backup created.

V] Enable periodic full hackup

1. Periodic full backup task takes priority over other backup tasks.

2 Full hackup will be taken although no news data are generated and its task will not be canceled upon timeout

3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it
shortens Wi Backup Chain and improves 12 performance of recovered Wi in data fetching phase.

Wonthly Full Backup: Jan Feb Mar Aprhday Jun,Jul Aug Sept, Oct Mow Dec v

Start Date: the last v Friday w2200 v

Backup Retention Setting: It specifies the longest period that backups will be kept. The
longest period is three months.

Merge earlier backups to free up storage space

Daily: To have data backed up on daily basis, choose Daily for Periodic, as shown below:

Periodic Oweeky @ Daily (O Hourly

Backup Period: 23.00 w to 0800 w (the following day since policy creation) |

[l cancel ongoing backup task upon tirmeout

I Enable periodic full hackup

1. Periodic full hackup task takes priority over other backup tasks

2. Full hackup will be taken although no new data are generated and its task will not be canceled upon timeout.

3. Periodic full backup consumes more storage resources and may take mare time to complete, during which incremental backup is not allowed . But it
shortens WM Backup Chain and improves |10 performance of recovered WM in data fetching phase.

Backup Period: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop oncestarts. However, the backup
tasks having not started yet will resume when the time range arrives again. You may select
Cancel ongoing backup task upon timeout based on your own needs.

Enable periodic full backup: Full backup will be created periodically on the specific time and
date instead of only incremental backup created.
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V] Enable periodic full hackup

1. Periodic full backup task takes prionty over other backup tasks.
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it

shortens Wi Backup Chain and improves 12 performance of recovered Y in data fetching phase.
Wonthly Full Backup: Jan Feb Mar Aprhay Jun,Jul Aug Sept Ot Mow Dec v

Start Date the last v Friday v 2200 v

Backup Retention Setting: It specifies the longest period that backups will be kept. The
longest period is three months.

Merge earlier backups to free up storage space

s Preserve all backups for the recent 1 months.
s By default, it retains the latest backups within the retention period, backups preserved for more than 1 maonths will be merged to free up storage space. Howewver, at least

5 backups will be retained to ensure Y data reliability.

You may enable Automatic backup cleanup to automatically preserve all the backups for
the previous 3 days, one backup (the last one) for the earlier week and one backup for
each of the even earlier weeks (the one created on Sunday only).

Hourly: To have data backed up on hourly basis, select Hourly as Periodic, as shown

below:
Periodic O weekly (O Daity @ Hourly
Interval: 1 hour £

D Enable periodic full backup

1. Periodic full backup task takes priority over other backup tasks
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it shortens

Wi Backup Chain and improves |0 performance of recovered VM in data fetching phase

Merge earlier backups to free up storage space

« Preserve all backups for the recent 3 days
+ Retain one Every day preserved for over 3 days to 1 weeks (last backup in each of those days by default).
= By default, it retains the latest backups within the retention period, backups preserved for more than 1 weeks will be merged to free up storage space. However, at least &

backups will be retained to ensure WM data reliability

Interval: The minimum interval is 1 hour.

Enable periodic full backup: Full backup will be created periodically on the specific time and
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date instead of only incremental backup created.

[V Enable periodic full hackup

1. Periodic full backup task takes prionty over other backup tasks.
2. Full backup will be taken although no new data are generated and its task will not be canceled upon timeout
3. Periodic full backup consumes more storage resources and may take more time to complete, during which incremental backup is not allowed. But it

shortens Wi Backup Chain and improves 12 performance of recovered Y in data fetching phase.
Wonthly Full Backup: Jan Feb Mar Aprhay Jun,Jul Aug Sept Ot Mow Dec

Start Date the last v Friday v 2200

Backup Retention Setting: It specifies the longest period that backups will be kept. The
longest period is three months.

Merge earlier backups to free up storage space

You may enable Automatic backup cleanup to automatically preserve all the backups
for the previous 3 days, one backup (the last one) for the earlier week and one backup

for each of the even earlier weeks (the one created on Sunday only).

2. Select virtual machine(s).

Select the virtual machine(s) you want to back up. You may view the virtual machines by
Group, Node, Datastore or select All to view all the virtual machines, or you may enter
the name of the virtual machine in the search box to search for a specific virtual machine.
Select virtual machines under Available and then the selected virtual machines will be
added to the Selectedlist on the right, as shown below:
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Add New Policy X

Q Backup Periodic o Select Virtual Machine o Backup Repository ° Policy Name ° Finish

v CDP and scheduled backup are invalid for Yis having disks mirrored directly from physical/shared disks (not via file system)

Available Selected

D W Name Type W Size Backup Policy W Narme Remove

O = Virtual Machine

O

EE—E-

L No data available

=S

OO oo o
B

&

Clear: To clear the selected virtual machines, click ‘Clear’.

To remove a virtual machine from the selected list, click I

A

CDP or data protection is not applicable to virtual machines having disks mapped
directly from physical or shared disks, rather than via file system.

One virtual machine cannot be associated with more than one backup policy. If the
virtual machine is associated with a new policy, it will be removed from the previous
policy.

3. Specify backup repository to store virtual machine backups, as shown below:
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Add New Policy X

Q Backup Periodic Q Select Virtual Machine o Backup Repository o Policy Name ° Finish

Backup Repositary ISCSl-Secondany e

Tatal: 496 GB Free: 308.23 GB First Backup Size: 1588 GB

E Archive backups to other datastores
Merge backups and archive themn to specified datastore, which cannat be a VWindows shared folder or the backup repository specified above

Archive Repository: [5CEl ™

Total: 496 GB Free: 3649 GB First Archive Size: 15.88 GB

Archives will be retained in the following ways

Backup Repository: It specifies backup repository, you may select an existing datastore
or choose to add a new Windows shared folder. Once the backup repository is specified,

total capacity, available backup repository size and first backup size of the selected data
store will be displayed.

Archive backup to other datastore: Specifies a repository to store the archive backup.

A

Note that next backup will have all data backed up if backup repository is changed,
please operate with caution.

4. Specify a name for the new backup policy.

Add New Policy X

Q Backup Periodic Q Select Virtual Machine Q Backup Repesitory o Pelicy Name ° Finish

Name:

Description:

Name: Specifies name of the backup policy

Description: Specifies description of the new backup policy.
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5. Confirm the configurations and then click OK to save the settings.

It displays basic settings of the backup policy, such as Name, Retention Period, Backup
Repository and First Backup Size, as shown below:

Add New Policy X

Q Backup Periodic 0 Select Virtual Machine Q Backup Repository Q Policy Name o Finish

Backup Policy Summary

Marme e

Periodic Every Friday, start at 23:00
Backup Repository ISCS|-Secaondary

First Backup Size 1588 GEB

Reserved Space of Backup Repository  23.88 GB Re-calculate

Archive Repositary I5CS!
First Archive Size 1588 GB

Reserved Space of Archive Repository 222 25 GB (space is insufficient. Please expand capacity) How to Calculate

2.6.12.1.2 Adding New CDP Policy

To add a new CDP policy, click New CDP Policy to enterthe following page and then follow
the wizard to specify continuous backup period, select virtual machine(s) and backup
repository, and specify policy name, as shown below:

New CDP Policy X

o Continuous Backup o Select Virtual Machine o Backup Repository o Policy Name ° Finish

1. Configure Continuous Backup.

It involves the configurations of the following fields: 10 Activity Logs Retention Period,
Backup Periodic, Backup Retention Period. And Automatic backup cleanup is optional.

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
302



New CDP Policy X

o Contihuous Backup o Select Virtual Machine ° Backup Repository o Policy Name e Finish

10 Activity Logs Retention Period! 24 haurs v
1 Activity Logging Interval 5 secs v
Backup Periodic Every 1 hour W

[T Enable periodic full backup
1. Periodic full backup task takes priority over other backup tasks.
2. Full backup will be taken although no news data are generated and its task wil not be canceled upon timeaut.
3. Periodic full backup consumes mare storage resources and may take more time to complete, during which incremental backup is not allowed. But it
shortens Wi Backup Chain and improves |C performance of recovered VM in data fetching phase

Merge earlier backups to free up storage space

10 Activity Logs Retention Period: Specifies how long |0 activity logs will be preserved.
The longest period is 3 days. Earlier disk 10 activity logs will be deleted automatically
once the specified period is reached.

Backup Periodic: Specifies how often backup task is executed. The minimum backup
periodic is one hour.

Retention Period: It specifies how long backups will be kept. The longest period is three
months.

%
You may enable Automatic backup cleanup to automatically preserve all the backups for

the previous 3 days, one backup (the last one) for the earlier week and one backup for
each of the even earlier weeks (the one created on Sunday only).

2. Select the virtual machine(s) you want to back up. You may view the virtual machines by
Group, Node, Datastore or select All to view all the virtual machines, or you may enter
the name of the virtual machine in the search box to search fora specific virtual machine.
Select virtual machines under Available and then the selected virtual machines will be
added to Selected onthe right, as shown below:
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New CDP Policy hrd

0 Continuous Backup o Select Virtual Machine o Backup Repository o Policy Name o Finish

., CDP and scheduled backup are invalid for WMs having disks mirrored directly from physical’shared disks (nat via file system)

Availahle Selected
o VI o Q I
D W Mame Type W Size Backup Policy Wi Name Remove

Virtual Machine

C

Te

Mo data available

w]

O 0O oo oo d
m
= &

-

Clear: To clear the selected virtual machines, click Clear.

To remove a virtual machine from Selected list, click T

A

CDP or scheduled backup is not applicable to virtual machines having disks mapped
directly from physical or shared disks, rather than via file system.

One virtual machine cannot be associated with more than one backup policy. If the
virtual machine is associated with a new policy, it will be removed from the previous

policy.
Template and virtual machines deployed from template do not support CDP.

3. Specify backup repository to store backups and configure 10 activity log related options,
as shown below:
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New CDP Policy x

Q Continuous Backup Q Select Virtual Machine e Backup Repesitory ° Policy Name ° Finish

Backup Repository: [SCS-Secondary v
Total: 486 GB Free: 308.23 GB First Backup Size: 0B
1D Activity Log Repositories: Qne for all One for each virtual machine
1 Activity Log Repositary, W
Mlax 10 Activity Log Size: YWhen disk IO activity logs size reaches this value, the earliest logs will be merged to free up disk for newly generated logs. You may

also change this value in Backup/CDP tab.

Size For Each Wi GE (0 B currently)

D Archive backups to other datastores
Merge backups and archive themn to specified datastore, which cannot be a YWindows shared folder or the backup repository specified above

Backup Repository: It specifies backup repository, you may select an existing datastore
orchoose to add anew Windows shared folder. Once backup repository is specified, total
capacity, available backup repository size and first backup size of the selected datastore
will be displayed.

10 Activity Log Repositories: There are two options: One for all, One for each virtual
machine, which enables you to specify a same 10 activity log repository forall the virtual
machines ata time or specify different 10 activity log repository foreach virtual machine,
as shown below:

13 Activity Log Repositories One far all One for each virtual machine
|C Activity Log Repasitary: -
Wl 10 Activity Log Size When disk IO activity logs size reaches this value, the earliest logs will be merged to free up disk for newly generated logs. You may

also change this value in Backup/COP tab.

Size For Bach Wi GE (0 B currently)

10 Activity Log Repository: The repository should be a datastore that node(s) where
the selected virtual machine(s) reside has access to. The default 10 activity log repository
is same with backup repository.

Max Log Size: When disk 10 activity logs size reaches this value, the earliest logs will be
deleted to free up disk for newly generated logs. You may also change this value in
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Backup/CDP tab. Max log size should be between 100GB and 10240GB, and should not
be greater than the free space of the specified 10 activity log repository.

A

If1O read and write speed is lower than 5oMB/s, CDP service may stop due to low storage
performance. Therefore, datastore with better performance is recommended.

4. Configure a distinguish name for the new CDP policy.

On this tab, you may fill in basic information for the new CDP policy such as policy name
and description.

New CDP Paolicy

0 Continuous Backup o Select Virtual Machine 0 Backup Repository o Policy Name e Finish

Name:‘ cf |

Description:

Name: Specifies name of the new backup policy.

Description: Specifies description of the new backup policy.

5. Confirm the configurations and then click OK to save the settings.

It displays the basic settings of the new CDP policy, such as Name, Backup Retention
Period, Backup Repository and First Backup Size, 10 Activity Logs Retention Period,
10 Activity Log Repository and Max Log Space, as shown below:
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New CDP Policy hd

0 Centinuous Backup 0 Select Virtual Machine Q Backup Repesitory 0 Pelicy Name ° Finish

Backup Policy Summary

Name tes

Backup Periadic Every 1 hour
Backup Repositary ISCSl-Secandary
First Backup Size 3824 GB

Reserved Space of Backup Repository 4774 GB Re-calculate

10 Activity Logs Retention Period 24 hours

10 Activity Log Repository ISCS-Secondary
Reserved Space 3GB Re-calculate

Max Log Size Size For Each Wih: 300 GB

CDP canbe started only for the virtual machine which is powered on and associated with
a CDP policy. Template and virtual machines deployed from template do not support
CDP.

2.6.12.2 VMware Backup Policy

Virtual machines in VMware vCenter can be backed up to Sangfor HCI platform without
installing any third-party software or plugin and purchasing backup storage. Virtual machine
can be recovered on HCI platfrom or recovered to VMware vCenter

Onthetoolbar, there are Enable/Disable backup, New, Delete, Enable, Disable and Backup,
as shown below:

Irizlitaliyy > StelizEies) Eaeson> Backup Policies | IR CR=C I e Backups VMware Backups || Backup Repositories || Global Settings

Disable backup ® New

Enable: To enable or disable backup, click Enable backup to enable backup or Disable
backup to disable backup.

To add a new VMware backup policy, you may click New.

To delete the selected backup policy, you may click Delete.
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To enable the backup policy, you may click Enable or click on the ® icon.

To disable the backup policy, you may click Disable or click the v icon.

To execute the selected backup policy, you may click Backup.

To search for a VMware backup policy, enter the policy name in the search box

:l

On the VMware Backup Policy tab, it displays policy name, description, the number of
virtual machines, backup repository, backup periodic, status and operation, as shown below:

o FOnCY nme [y

|:| Policy Name Description VM(s) Backup Repository Periodic Status Operation

|:| vCenter_VM_Backup 2 Datastore_2_copy Every Friday, start at 23:00 \/ Edit Delete

Policy Name: Displays name of the new VMware backup policy.
Description: Displays descriptive information of the new VMware backup policy.

VM(s): It displays the number of virtual machines to be backed up. To view virtual
machines, click on the number under VM(s)

Backup Repository: It displays backup repository.
Periodic: It displays backup periodic.

Status: It displays status of the backup policy, enabled or disabled. To enable backup
policy, click onthe ® icon. To disable backup policy, click on the v icon.

Operation: To edit or delete a backup policy, click Edit or Delete under Operation. The
default scheduled backup policy cannot be deleted.

To edit a backup policy, click Edit and enter the following page:
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Edit Scheduled Backup Policy X

Mame: vCenter_VM_Backup

Description:
Applicable VM(s): | 2 selected @
Backup Repository. | Datastore_2_copy e

To save backup to Windows shared folder, Add New Windows Shared Folder

Periodic:(@ Weekly () Daily () Hourly () Minutely

Start Time: | Friday v | 2300 v
Max Duration: | 48 hour(s) (1)
|:| Cancel ongoing backup task upon timeout

Backup Retention
Period: | One month “

[/] Enable VS5

Adding VMware Backup Policy
To add a new VMware backup policy, do as follows:

1. Goto System>VM Backup and Recovery > VMware Backup Policy, click New to enter
the following page.

Add New Policy x

o Select Virtual Machine o Backup Periodic o Backup Repository ° Policy Name ° Finish

2. Select the virtual machine(s) you want to back up. You may enter the name of the virtual
machine inthe search box to search for a specific virtual machine. Select virtual machines

under Available and then the selected virtual machines will be added to Selected onthe
right, as shown below:
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Add New Policy X

o Select Virtual Machine e Backup Periedic ° Backup Repeository o Policy Name ° Finish

Available Selected
[ ] VM Mame Backup File Ba Wil Name Backup File Size Remove
= GvCentEr E‘--GvCentEr
| =] 7J-| CTIESH E} 71—‘ CTIESH
0 &E LQw
O E0) 23368 . oG 9.11 GB ]
] 5 173266
] ] 4545 GB
M - W) 4412 GB
| L3 - 3761GB
- W] 9.1 6B .

Clear: To clear the selected virtual machines, click Clear.

To remove a virtual machine from the Selected, click ™

3. Specify Backup Periodic.

Backup periodic can be on weekly basis, daily basis, hourly basis and minutely basis.
There are another two options: Cancel ongoing backup task upon timeout, Enable VSS.
You may enable those options based on your own needs.

Q Select Virtual Machine o Backup Periodic ° Backup Repository ° Policy Name o Finish

Periodic: @ Weekly O Daily O Hourly O Minutely

Weekly: Select Weekly and configure the fields on the following page:

Periodic @ Weekly O Daily O Hourly O Minutely
Start Time: Friday w2300 v
Wax Duration 43 hour(s) (1

ezancel ongaing backup task upon timeout

Backup Retention Period:  One month ~

[lEnable vss
File system of related virtual machines will be locked for a few seconds before backup starts, sothat data in cache and memaory can be saved to disk to ensure the
data integrity. This feature requires Vhiware Tools he installed on the virtual machines running in Viviware vCenter and recammended for those running applications like
SOL Server and Exchange
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On weekly basis: Options are from Sunday to Saturday.

Start Time: It specifies time to start backup. Since backup may bring impacts to system
service, select a period that service is not busy.

Max Duration: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop once starts. However, the

backup tasks having not started yet will resume when the time range arrives again. You
may select Cancel ongoing backup task upon timeout based on your own needs.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

¢

You may select the option Enable VSS based on your own needs. Once that option is
selected, file system of related virtual machines will be locked for a few seconds before
backup starts, sothat data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines

running in VMware vCenter and is recommended forthose running applications like SQL
Server and Exchange.

Daily: To have VM(s) backed up on daily basis, select Daily for Periodic and configure the
related fields, as shown below:

Periodic: O Weekly @ Daily O Hourly O Minutely
Backup Period: 2300 W to 0300 v (the following day since policy creation)
|:| Cancel ongoing backup task upon timeout
Backup Retention Period: | Twig piceks v
M Merge earlier backups to free up storage space
[ JEnable v&s

Backup Period: It specifies the longest period that the backup operation can last. New
backups only occur within this time range and will not stop once starts. However, the

backup tasks having not started yet will resume when the time range arrives again. You
may select Cancel ongoing backup task upon timeout based on your own needs.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

?
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You may select Merge earlier backupstofree up storage space preserve all the backups
for the previous 3 days, one backup (the last one) for the earlier week and one backup
for each of the even earlier weeks (the one created on Sunday only).

You may select the option Enable VSS based on your own needs. Once that option is
selected, file system of related virtual machines will be locked for a few seconds before
backup starts, sothat data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines
running in VMware vCenter and is recommended forthose running applications like SQL
Server and Exchange.

Hourly: To have VM(s) backed up on hourly basis, select Hourly for Periodic and
configure the related fields, as shown below:

Periodic O Weekly O Daaity @ Hourly O Minutely
Interval: 1 hour(s) 4
Backup Retention Period: | One week v

E Merge earlier backups to free up storage space

[JEnatle vas

Interval: Specifies the interval of backup occurs. The minimum interval is 1 hour.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

L

1%

You may select Merge earlier backups to free up storage space to automatically
preserve all the backups for the previous 3 days, one backup (the last one) for the earlier
week and one backup for each of the even earlier weeks (the one created on Sunday
only).

You may select the option Enable VSS based on your own needs. Once that is selected,
file system of related virtual machines will be locked for a few seconds before backup
starts, so that data in cache and memory can be saved to disk to ensure the data integrity.
This feature requires VMware Tools to be installed on the virtual machines running in
VMware vCenter and is recommended for those running applications like SQL Server
and Exchange.

Minutely: To have VM(s) backed up on minutely basis, select Minutely for Periodic and
confiudre the related fields, as shown below:
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Periodic O Weekly O Daily O Hourly @ Minutely

Interval 10 minutes hd
Backup Retention Period:  One month ~
Merge earlier backups ta free up storage space
[ 1Enable vss

Interval: Specifies the interval of backup occurs. The minimum interval is 10 minutes.

Backup Retention Period: It specifies the longest period that backups will be kept. The
longest period is three months.

L

1%

You may select Merge earlier backups to free up storage space to automatically
preserve all the backups for the previous 3 days, one backup (the last one) for the earlier
week and one backup for each of the even earlier weeks (the one created on Sunday
only).

You may select the option Enable VSS based on your own needs. Once that option is
selected, file system of related virtual machines will be locked for a few seconds before
backup starts, sothat data in cache and memory can be saved to disk to ensure the data
integrity. This feature requires VMware Tools to be installed on the virtual machines
running in VMware vCenter and is recommended forthose running applications like SQL
Server and Exchange.

4. Specify backup repository to store VM backups, as shown below:

Add New Policy X
0 Select Virtual Machine 0 Backup Periodic o Policy Name o Finish
Backup Repository: | virtualDatastore 1 hd

Total: 435178

First Backup Size: 9.11 GB

Free: 345 TB

Backup Repository: It specifies backup repository, you may select an existing datastore.
Once the backup repository is specified, total capacity, available backup repository size
and first backup size of the selected datastore will be displayed.
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A

Note that next backup will have all data backed up if backup repository is changed,
please operate with caution.

5. Specify name and description for the new policy onthe following page:

Add New Policy X

0 Select Virtual Machine o Backup Periodic 0 Backup Repository ° Policy Name o Finish

Name test ‘

Description

Name: Specifies name of the new backup policy.

Description: Specifies description of the new backup policy.

6. Confirm configurations and click OK to save the settings.

It displays the basic settings of the backup policy, such as Name, Periodic Incremental
Backup, Backup Repository and First Backup Size. To have VM(s) backed up upon
completion of backup policy creation, you may select Back up now option, as shown
below:

Add New Policy X
Q Select Yirtual Machine Q Backup Periodic 0 Backup Repository 0 Policy Name e Finish

Backup Policy Summary

Name: test

Perindic Incremental Backup Everyday, start at 23:00
Backup Repositary: ISCSI-Secondary

First Backup Size: 9.11 GEB

[ Back up now

2.6.12.3 Backups

Onthe Backups tab, VM backups can be displayed by VM group, node, datastore and backup
repository. Such information as VM name, number of backups, total size, previous backup
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repository, last backup and backup policy will be displayed.

Global Settings

Backup Policies | VMware Backup Pol... Backups VMware Backups | Backup Repositories

"_‘g View By Group 5 Refresh

Q

e
Toup [ VMNarme Backups Total & Previous Backup Repository Latest Backup Backup Folicy

[ % Ya 1 14MB  VirualDatastore! 2018-11-13 22.48:38
[0 4 AC 5 710B  VituaDatastorel 2020-03-06 23:06:14 Dermo backup
L [1 4 a0 5 10GE  VirtualDatastorel 2020-03-16 23:11:48 Demo backup
m [1 & wmr 7 151 6B VitualDatastore! 2020-03-16 23:06:11 Dermo backup
-l [ & o 8 158GB  VinualDatastore! 2020-03-29 23:04:21 Demo backup
- [0 o 8 21368  ViruaDatastorel 2020-03-29 23:05:33 Dermo backup
[ - |:| - s 9 263GE  VinualDatastorel 2020-03-29 23:06:39 Demao hackup
: [ & away 8 35968  ViruaDatastorel 2020-03-29 23:03:52 Dermo backup
. [1 4 win7 2 36.7GE  VirualDatastorel 2018-12-02 10:59:18
! o [1 ¥ Windows2016 8 71.8GB  VirualDatastorel 2020-03-29 23:00.57 Dermo backup
i [1 % BBC&F ™ = 8 101.56G8  VitualDatastorel 2020-03-29 23:06:08 Demo backup
f"- [0 ¥ Ubunwigns a 102GB  VirtualDatastore 2020-02-05 23:05:27
' : [0 & awayso _ 5 716568  VituaDatastorel 2020-03-16 23:05.08 Dermo backup

Recover: Select backed up virtual machines and restore them to their previous status
and configuration. You may also go to Backup/CDP tab to perform recovery operation.
For details, refer to Recovering Virtual Machine in Backup/CDP section.

Delete: To delete backups of virtual machine, select the virtual machine and click Delete.
If scheduled backup or continuous backup policy is configured and enabled, a full backup
will be created again for the virtual machine. 10 activity logs will also be deleted if there
is any. Backups will go to Recycle Bin and be preserved for 30 days, but 10 activity logs
will be deleted immediately and cannot be recovered any more. This operation requires
you to enter password of the username to confirm.

Delete Backups X

Once all backups of the virtual machine are deleted, a
full backup will be created again for that virtual machine
if scheduled backup or continuous backup is enabled
and configured. Meanwhile, 10 activity logs will be
deleted all together if there is any. Would you like to
proceed?

Backup(s) will go to Recycle Bin and he preserved for 30 day(s) before being

permanently deleted, while 1O related logs in the backup(s) will be deleted

immediately.

Enter admin password to confirm operation:

Password

Confirm
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https://10.4.3.254/?m=/mod-setting/recycle-bin/index#backup

VM Name: It displays the name of the virtual machine that has been backed up.

Backups: It displays the number of backups. You may click on the number to view detailed
information of backups of the virtual machine. For details, refer to the 2.2.1.16
Configuring Backup/CDP section.

Total Size: It displays total size of the backup files of the virtual machine.
Previous Backup Repository: It displays the previous backup repository.
Lastest Backup: It displays time that the last backup happens.

Backup Policy: It displays the backup policy with which the virtual machine is associated. You
may click on the backup policy to edit it.

2.6.12.4 VMware Backups

On the VMware Backups tab, VM backups can be displayed by node. Such information as
VM name, number of backups, total size, previous backup repository, last backup and backup
policy will be displayed.

Backup Policies || VMware Backup Pol... Backups WA E ALl Backup Repositories || Global Settings
a . ~ —~
8 View By Node 5 Refresh ‘D) Recover Ti Delete
VM Name Backups Total Previous Backup Repository Latest Backup Backup Policy
%] Yong_Server 2003 1 176B  ISCSkSecandary 2020-03-15 17:20:40

] witness 1 83GB  VirualDatastore! 2019-10-14 15:30:23

-._1 windows2012 1 269G6B  VirtualDatastore! 2019-10-14 11:42:00

Recover: Select backed up virtual machines and recover them to their previous status and
configuration. Virtual machine can be recovered on Sangfor HCI platform or recovered to
VMware vCenter, as shown below:
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Recover Virtual Machine x

Select a destination location to recover.

Y
Yo e
g

Recover to SANGFOR Recover to VMware
aCloud vCenter
Recover virtual machine Recover virtual machine to
instantly on SANGFOR aClaud Whiware vCenter
Recover to SANGFOR aCloud X

wmTools will be automatically installed on virtual machines, which may take about 5 minutes. Windows virtual machines will restart automatically upon first startup

3o WM Recover to Backup MNew Wi Recaver to Graup Recaver to the C Starage Palicy Recaovertothe C... Cperation
Yong_Serve 2020-03-15_17-14-54 w | Yong_Server 200 Default Group I1SCSl-Secondary - Auto Select Desti
Backup Mame Time Backup Repositary
2020-03-15_17-14-54 2020-03-15 17:20:40 ISCSI-Secondary
Recover to VVMware vCenter X
Sro WM Recaver to Backup MNew Wi Recowver to Wivtw Recover to Group Recaver to the C Recaver to the C Operation
Yong_Serve 2020-03-15_17-14-54 | Yong_Server 200 wCenter CTIESK 192.200.19.30 datastored Select Desti
Backup Mame Time Backup Repositary
2020-03-15_17-14-54 2020-03-15 17:20:40 ISCS|-Secondary

You may also recover virtual machine on Backup tab in VM summary. For details, refer to the

2.2.2.9 VM Recovery section.

Delete: To delete backups of the virtual machine, select the virtual machine and click Delete.
The backups will go to the Recycle bin and will be preserved for 30 days. This operation
requires you to enter password of the username to confirm.
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Delete Backups X

Are you sure that you want to delete backups of those virtual machines in the VMware
vCenter?
Backupis) will go to Recycle Bin and will be preserved for 30 day(s)

Enter admin password to confirm operation

Pazzward

Canfirm

VM Name: It displays the name of virtual machine that has been backed up.

Backups: It displays the number of backups. You may click on the number to view

detailed information of backups of the virtual machine. For details, refer to the 2.2.2.8
VM Backup section.

Total Size: It displays total size of the backup files of virtual machine.
Previous Backup Repository: It displays the previous backup repository.
Last Backup: It displays time when the last backup happens.

Backup Policy: It displays the backup policy that virtual machine is associated with. You
may click on the backup policy to edit it.

2.6.12.5 Backup Repositories

It displays available repositories forbackups of virtual machines.

Reliabiliyy > Scheduled Bac - Backup Policies || VMware Backup Pol... Backups VMware Backups | MEEROGE LRGN Global Settings

5 Refresh ¢ Update  (® New v Total: 10.88 TB, Used; 1.71 TB, Usage: 16% (1

On the toolbar, there are Refresh, Update, New, Delete and Advanced, as shown below:
To refresh the page, you may click Refresh.
To update backups, you may click Update.
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To add backup repository, you may click New. You may choose Add Datastore to
Backup Repositories or Add New Windows Shared Folder.

€7 Refresh ¢ Update (£ New v

E Add Datastore to Backup Repositories

[] st.  Datastore 4 Add New Windows Shared Folder

Add Datastore to Backup Repositories: Click it to enter the following page which displays

available datastore and selected datastore list. The Selected list displays the free and total
size of selected datastore, etc.

Add Datastore to Backup Repositories

Awvailable Selected

[ Datastore Datastore  FreefTotal Backup Reposit Availahle Backup Repositary Space

Remove

MNa data available MNa data available

OK

Add New Windows Shared Folder: To add a new Windows shared folder for storing backups,
click Add NewWindows Shared Folder.

Shared Folder: |

Example: W200.200.164 114d\share
[ ] Anonymous lagin

Username: e

Fassword:

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
319



Delete: To move the datastore out of the backup repository, select the datastore(s) and click
Delete.

Message x

Are you sure that you want to remove the datastore out of the backup repositories?

Confirm Cancel

Virtual machines running on Sangfor HCI platform and VWware vCenter can be backed up to
the same backup repository.

On the Backup Repositories tab, it displays status of backup repository, name of the
datastore, type, total capacity, free space, total and free backup repository space, the
number of virtual machines that have been backed up, max read speed, max write speed,
and backup file, as shown below:

st Datastore Type Capacity Free Total (for backu.. 4 Free Whds Max Read S Max Write S Backup H

u
[} = ISCSK-Secondary iSCsl 496 GB 308.23 GB 500 GB 308.23 GB 4 97 BB MB/s 9209 MB/s  View

Total(For backup & archive): It displays size of backup repository. You may click on the
number to edit it, as shown below:

Total (for backu... & Free

500 GB 30823 GBE

Total:
4496 GB

Free Space:
308.23 GB

Total (for backups & archives):
500 GB

Backup: To view and manage the backups, click View under the Backup column, as shown
Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
320



below:

Manage Backups

Backups VMware Backups

MNarme

5 Refresh

Q

] Virtual Machine Backups Total Percent Previous Backup Latest Backup Backup Palicy
I:‘ T Monitoring2 1 98.48 GB [ | 20 % ISCSI-Secandary 2020-02-14 23:00:59
[ % MeRr 1 1162G8 | 2% ISCSH-Secondary 2020-02-10 11:22:16 Dema backup
[ % yong testooot 5 10.44 GB | 2% 1SCSI-Secondary 2020-02-21 23:00:47

Manage Backups

Backups VMware Backups

Backup Repository

VirtualDatastore 1

3 Refresh Name

Q

| Virtual Machine Backups Total Percent Previous Backup .. Latest Backup Backup Policy

[ "] Yong_Server 2003 1 1,66 GB 0%  ISCSkSecondary 2020-03-15 172040

2.6.12.6 Global Settings

Backup Repository

On the Global Settingstab, you can specify maximum concurrent backup tasks per storage
and max concurrent recovery tasks per node and max recovery speed per VM, as shown

below:
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Q Specify how many backup tasks can be implemented concurrently, according to the bandwidth and performance of the backup datastore
Maic Tasks Per Datastore: 10

Max Backup Speed Per Wi 80 MBfs

Restore Defaults

Q Specify how many backup archiving tasks can be implemented concurrently, according to the bandwidth and performance of the backup datastare

Max Archiving Tasks Per Datastare: 2

\;J Specify the maximum concurrent recovery tasks supported by a node according to systemn performance
IMax Tasks Per Node: 2

Max Speed Per VM 50 MBis (1

Restore Defaults

Max Merging Tasks Per Datastore. 2

Max Merging Speed Per Vi =0 MB/s (1

Backup Tasks: Specify how many backup tasks can be implemented concurrently,
according to the bandwidth and performance of the backup datastore.

Backup Archiving: Specify how many backup archiving tasks can be implemented
concurrently, accordingto the bandwidth and performance of the backup datastore.

Backup Recovery: Specify the maximum concurrentrecovery tasks supported by a node
according to system performance.

Backup Merging: Specify how many merging task can be implemented concurrently,
according to system performance.

2.6.13 RecycleBin

Recycle bin helps to preserve deleted items such as network devices and virtual machines for

30 days, beyond which, those items will be deleted permanently. Connections to those
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devices will not be restored.

Network devices, virtual machines, shared disks, and junk files can be recovered from
Recycle Bin.

Network Devices Virtual Machines Shared Disks Junk Files
& Empty

O Mame Description Type Size Tirme Deleted Days Preserved
O e Router? Router - 2020-03-04 16:52:45 3 days -
O Router? Switch - 2020-03-04 18:52:45 3 days
O @ swichd Switch - 2020-03-18 16:52: 11 17 days
O 0 switch? Switch - 2020-03-18 16:36:35 17 days
O @ swicre Switch - 2020-03-18 16:40:23 17 days
[ &3 switcha Switch B 2020-03-18 16:37:30 17 days

2.6.14 High Availability & Resource Scheduling

2.6.14.1 High Availability

Migration upon node failure is applicable to shared storage only. HA will be triggered when
node’s hardware, storage or network fails for a period of time, and virtual machines(including
virtual network devices) will be recovered seamlessly onto another node to ensure service
continuity.

The minute node's hardware, storage or network fails, virtual machines are recovered seamlessly onto another node to ensure service continuity.

Monitoring Sensitivity: Low-medium (default) v

If node fails for § minutes, shut down virtual machines and recover onto anather clustered node

Migration Triggers: Management Intetface Edge Connected Directly or via a Switch HAEnabled

]
@ (X} [x] %
(x} (/] [x] %
(x} (x] [x] i
@ [} (/] 0J
Q [x} [/ O
(x} ] ]
0 Failed O MNormal
Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China
T.: 460 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com

323



A

Due to the fact that CPU and memory data of virtual machines are not synchronized

among different nodes, data may be lost when virtual machines are migrated onto
another node.

2.6.14.2 Resource Scheduling

Resource scheduling refers to migrating virtual machines to another node when running
low on resources, so as to guarantee business stability and continuity. Resource
scheduling will be triggered if CPU and/or memory usage of node exceed(s) the
threshold that has been specified, and virtual machines will be migrated according to
the automation level. Virtual machines will be migrated to nodes whose CPU and/or

memory usage is low, so as to lowering resource usage of nodes to be within the
threshold.

Enable resaurce scheduling

Turn on this feature, so that virtual machines can be migrated to another node when running low on resources, to guarantee business stability and continuity.

Automation Lewvel @Aummated (virtual machines are automatically migrated to another node)

(O Manual {migration recommendations will be given and need to be applied manually)

Resource crPu (O Memory (@) CPU or Mernary

Trigger: Host CPU usage exceeds 30 %

Host memary usage exceeds 80 %

Sensitivity Level Caonservative frecommended) v (rrigration will be trigeered if CPU andior memory usage exceed the above usage for 10 minutes)

Prefer The Node with VM Replica: | Enable V| (Cnce enabled, virtual machine stored on a virtual datastore can only be scheduled to the node where VW replica is stored, to ensure WM performance)

Indlividual Vis m (specify automation level for individual virtual machines)

You may specify threshold for CPU or memory(50%-90%), or for both. Migration
recommendations will be given when threshold is reached.

You may specify sensitivity level, conservative(recommended) or aggressive. If
conservative is selected, migration will be triggered if CPU and/or memory usage

exceed the above usage for 10 minutes. If aggressive is selected, migration will be
triggered if CPU and/or memory usage exceed the above usage for 3 minutes.

You may also specify automation level(manual and automated). If manual is selected,
migration recommendations will be given when threshold is reached and virtual
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machines will be automatically migrated to another node.

2.6.14.3 Automated Hot Add

Automated hot add refers to adding CPU, memory, NIC and disks to virtual machines
manually or automatically when virtual machines are running.

All the VM operating systems support automated disk and NIC hot add. Some VM
operating systems do not support automated CPU and memory hot add. Refer to
operation system list or contact relevant OS developers.

You may check resource usage regularly and add resources according to actual situations, so
as to ensure proper operation of businesses. Configure automated hot add as follows:

1. Enterprise edition is required.

2. Ensure that there are virtual machines in the cluster which support automated hot
add.

3. Install vmTools.

4. Go to edit virtual machines to enable CPU hot add and memory hot add.

Edit Virtual Machine (Windows server 2012-SC) x
Storage Policy: 2_replica v
Run on Mode: 192188202 v
Guest OS: Windows Server 2012 64 bit v
High Priarity: I:‘ Guarantee resources even overall resources are inadequate (takes effect after WM reboot) | i
Configuration Advanced
E Processor 4 core(s)
Mermory Size: & GB
W ermnory 8GB
= Disk 1 260 GB
8 GB
© comovD 1 Nare
mm cthl Connected To: switch2, IP Address: 192.1..

-4 & & & & & & o

Enahle huge-page memory | [
Ferformance of Whs will be improved if huge-page memory is enahled for specific
applications, hut disks will e pre-allocated
| Enable memory hot add [change could be made in powered-off state) Guest OSes |
i Other Hardwares upport U

® Add Hardware ¥
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Edit Virtual Machine (Windows server 2012-5C) X

Storage Policy 2_replica v
Run an Node 192168203 v
Guest 05 Windows Server 2012 64 bit v
High Priority: [ Guarantee resources even overall resources are inadequate (takes effect after i reboot)

Configuration Advanced

E Processor 4 core(s)

Cores: 4 core(s)
W [emory 3 GB
= Disgk 1 250 GB
= x Wirtual Sockets: 1 v
© coovo Maone
Cores Per Socket 4 v
mm cthl Connected To: switch2, IP Address: 192.1...
] Enable NUMA Scheduler (1
Use CPU from host (1
Para-virualized clock (|
¥4 Other Hardwares I Enable CPU hat add (change could be made in powered-off state) Guest O5es Support I

@ Add Harchware ¥

5. Go to System > HA & Resource Scheduling > Automated Hot Add, select Enable

automated memory/CPU hot add, and configure Resource, Trigger and Sensitivity
Level fields.

' Prior to enabling hot-add for virtual machines, assess the impacts to business system, since hardware hot add may incur business systemn error (if application program running is subject to hardware status)

Enable autornated mermoryCPU hot acd

Performance of Yis will be evaluated and improved with automatically added resources when they are running out of CPU or memaory, minimizing business downtime. Guest OS5es Support

Wirtual Machines: Settings (specify virtual machines to support automated memory andfar CPU hot add, or remove them from the list)

Resource. OcrPy (O Memary (®) CPU or Memary
Trigger: Guest CPU usage exceeds 80 % (one virtual socket will be added each time, but eventual nurmber be less than doubles)
Guest memory usage exceeds | 80 % (ane eighth of the configured memary size will be added each time, but eventual number be less than doubles)
Sensitivity Level Conservative (recommended) w | (more CPUs andior memary will be added to virtual machines when any of the above thresholds has been reached for 10 minutes)

6. Add virtual machines to theVM list which support automated hot add.
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Select Virtual Machine x

Available Selected
S e E|—| i oo VI e Q I
[0 VMName Current C.... Hot-Add Supp... Vi Name Delete

= Virtual Machine

- Web Server Group

- Application Group

- Databass Group

- Cheney

. Bl Grous No data available

“ Cance'

7. Click OKto save changes.

2.6.14.4 Configuring Advanced Settings
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2.6.15 Customization

2.6.15.1 Customizing Basics

In System > Customization > Basics, it displays the following information:Company
Abbreviation, Company Full Name, Product Abbreviation, Product Full Name, Version,
Support, Sales and Email.

Basics
Basics

Logos

. Company Abbreviation: Sangfor

Links
Company Full Narme: Sangfor Technologies Inc.

Others
Product Abbreviation: SANGFOR aCloud
Product Full Marme: SANGFOR aCloud
Wersian: ] Display version Mumber
Suppart: +B0ZT-MT-129(7511)
Sales: +E0127-17-129(7517)
Ermnail: tech support@sangfor.com

Company Abbreviation: Specifies abbreviation of company name.

Company Full Name: Specifies company full name, as shown below:

%T- Sangfor Technologies X -

/ «

Product Abbreviation: Specifies abbreviation of product name, as shown below:

‘:.ﬁ. SANGFOR aCloud

Product Full Name: Specifies product full name, as shown below:
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&1’. SANGFOR aCloud

o

Version: There is a Display version Number option. To show or edit product version,
select that option. Oncethe option is checked, you will see the version number, as shown
below:

,g;{. SANGFOR aCloudss

Support: Specifies technical support hotline.

Support: +60 127-117-128(7511)
Sales: +60 127-117-129(7511)
Email: tech_support@sangfor.com

Sales: Specifies sales contact:

Support: +60 127-117-129{7511)
Sales: +60 127-117-129(7511)
Email: tech.support@sangfor. com

Email: Specifies email address to contact technical support.

Support: +60 127117 129(7511)

Sales: +60 127-117-129(7511)
Email: tech.support@sangfor.com
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2.6.15.2 Customizing Logos

On the Logos tab, you can customize Company Logo (Login Page), Product Logo
(Navigation Menu), and Address Bar Icon(Favicon).

Basics

Logos Product Logo (Mavigation Menu)  loga_44 40 png (Recommended size: 44p<40px) (1
Links
Others
Address Bar Icon (Favicon): faviconico (Recornmmended size: 3232 (1
-

Pixel of the logo pictures to be uploaded should be the recommended size.

2.6.15.3 Customizing Links

On the Links tab, you can specify address of Official Site and Official Community, and
Official QR Code.

Basics
Official Site: ] Enable (|
Logos it Mhanene Sangfor.com
Links Sangfor Community, /] Enable (1
http: fcommunity sangfor.com
Others

You may change as follows:
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Customizing Others

On the Others tab, you candisable and hide such modules as Getting Started and Tech
Support & Download,

Basics
SANGFOR aCloud: Enable (1
Logos §
9 Tech Suppart & Dawnload Enable |
Links
Others

2.6.16 Advanced Settings

On the Advanced Settings tab, you can enable NUMA scheduler which can speed up
memory accessand improve VM performance. It takes effect after VM restart.

Besides, memory overcommitment ratio can also be configure or adjust under Advanced
Settings tab.

NUMA Scheduler

Once NUMA scheduler is enabled, it will be applied to all the virtual machines on the nodes
in the cluster and it takes effect after VM reboot.Once disabled, it will be applied to all the
virtual machines on the nodes in the cluster immediately. To enable NUMA scheduler for a
virtual machine,do as follows:

1. Make sure the current version is Enterprise edition.

2. Make sure that the virtual machine has more than 8 cores and vmTools installed.

3. Goto System > Advanced Settings, select Enable NUMA scheduler.

Enable NUMA scheduler @

Save
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4. Go to Compute and edit the virtual machine for which you want to enable NUMA
scheduler, and then select Enable NUMA Scheduler option, as shown below:

Configuration Advanced

E Processor 4 core(s)
Cores: El core(s)
W femory 8GB
= Disk 1 500 GB
* Wirtual Sockets: 1 v
o= Disk 2 500 GB
Cores Per Socket: 8 (v
A% Disk 3 500 GB
© coovo 1 CO/DVD Drive B Enahle NUMA Scheduler (7
™ cthD Disconnected [1use cPU from hast |
. cthl Disconnected |:| Para-virtualized clock
& Other Hardwares |:| Enable CPU hot add Guest OSes Support

@ Add Hardware ¥

5. Click OK to save the changes.

A

Once Enable NUMA scheduler is selected in System > HA & Resource Scheduling >
Advanced Settings, you may also enable or disable NUMA scheduler on a specific
virtual machine. Enabling NUMA scheduler takes effect after VM reboot while
disabling NUMA scheduler takes effect immediately.

To project NUMA topology into a virtual machine, make sure that virtual machine has
more than 8 cores and vmTools has been installed.

Memory overcommitment

Memory overcommitmentis a concept in computing that covers the assignment of
more memory to virtual computing devices (or processes) than the physical machine they
are hosted, or running on, actually has.
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System > Advanced Settings

NUMA Schedulerf] Enable NUMA Scheduler ()

Memory Allocation

Memory Overcommitment
Ratio (100%;)

W Reserved: Mermory for system running

M Freallocated: Memory reserved for page-memaory enabled Vs

Merory Overcommitment Reserved Preallocated Ayailable Overcommitted

Rafio ( »100%) W #uailable: Memory for dynamic provisioning

Tatal W Overcommitied: Availabile Mermary * (Mermary Overcammitrent Ratia - 100%)
C-RAM

Allacatable

Glohal Memory Overcommitment Ratio: [ 120% v

100% (No risk) -

hode Natne Total MEM Qvercommitment Ratio (1) Allocatable
120%

192168205 256 GB 120% v 265.5 6B
140% (&larm)

192168.20.3 160% 256 GB 120% v 264.8 08
180%

192168204 256 GB 120% v 263.308

200% (High risk)
220%
240%
260%
260%

300%

Memory allocation: User can view the explanation of the memory allocation for better
understanding.

Global Memory Overcommitment Ratio: Configure the memory overcommitment ratio for
all nodes inside the cluster.

MEM Overcommitment Ratio: Change the memory overcommitment ratio for different
nodes.

2.6.17 Host health monitoring

Host health monitoring monitors whether the system disks and memory of hosts in the
cluster arein a healthy state. This features will automatically reduce the priority of
unhealthy host in the process of VM startup, HA, and other tasks. Only support to detect
the host memory ECC/UECC failure, HDD bad sector, SSD remaining lifetime, and system
disk read-only issue.

@ \When host health monitoring s enabled, the system can automatically identify whether the host is healhy. Healthy hosts are prafemred for Vi startup, HA or ther tasks. Alarms will be sent to notify users to reboot the unhe. . What is An Unhealthy Host?

Enable host health monitoring An unhealthy hast is marked by the following issues which cause the host 1o get stuck

Recovery Methot:[4 Auto-removed from unhealthy host list Memory Failure

Status of unhealthy hosts will be checked upan each startup and reboot. Hosts restared to normal state will be automatically removed from thef] + UECC memory

« ECC memory
Alam By email D Settings
Notification System Disk Failure.

+ Bad Sector

= Remaining lifetime is less than 12%.

+ System disk is read-only
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To enable the host health monitoring, require to enable the option “Enable host health
monitoring”.

To remove the unhealthy host automatically, select “Auto-removed from unhealthy host
list”. The status of unhealthy hosts will be checked upon each startup and reboot. Hosts

restored to the normal state will be automatically removed from the list below.

To notify the user, you can configure the alarm notification by email.

Search

Node IP ssue Description Time Detected Operation

HCl automatically detects the unhealthy host and display in the unhealthy host list. The
issue and solution will be also displayed in the list.

To remove the unhealthy host manually, you can click on the remove operation remove the
host from the list after resolving the issue.

2.6.18 System Diagnostics

Simple troubleshooting and information gathering can be carry out throughout the
command available on System > System Diagnostics.
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»
< ¢ Sangfor HCI
';f-

Di:

| Server: 192.168.20.5

Command
help

clear

term
arping
chping

df
dparping
lostat
lsklk
lepei
locatedisk
multipath
ping

perf bench mem all
route
smartctl
telnet
turbostat
vtpclustat
lsusb

Description

Show this help text help

Clear screen clear

End running program term

Gend an ARP request to an adjacent host arping [-I interface] [-§ source]
Check multicast connectivity chping hostname

Display disk partitions df

Send an ARP request to an adjacent node wia NIC dparping <destination IE>
Display disk IO infermatien ieostat [interval] [<sdxz> [...]]
Dizplay informaticn of available block devices lsblk
Display PCI information of the current node lspci
Dizsplay drive letter locatedisk /fdev/=dx

Display multipath information multipath

Test conhectivity te a host address ping [-¢ count] [-I interface] host
Diszplay memory capacity perf bench mem all

Display routing table route

Check health of physical disks smartctl [-z] [-a]

Test connectivity to a port on a host telnet host port

/dev/sdx

Display CPU clock speed turbostat
Check status of clustered nodes and cluster vtpclustat

View USB List lsusb [-v] [-t]

<destination IP>

| > Type and execute commands here, type Thelp' for help |

Server: Select the corresponding node to execute the command.

> : Enter the available command shown above to execute.

2.6.19 Port Management

The listening port on HCl for different purposes can be view and manage on System > Port
Management starting from version 6.1.0.

Virtual Network » il

O0Oo0Oo0ooaodaod

C' Refresh

Senice

Host discovery

WM migration
P2V migration
Samba

Conelated security senice

Remote technical support

Viiware VM console proxy

iscsl

Access toweb admin console ofthe virtual netwo.

Veh access to HGI admin console

2.6.20 UPS

Part

4099

TO01-7019

4000-4010,10809-10900

139,445

4433

22

4481

3260

4430

80,443

Protoeal Description

udp Port for new nade discovery that aims ta discover nodes with Sangfor HCI installed

tep Fort for M migration within a cluster or across clusters. it wil be nabled after being centrally managed by SCP.

tepiudp Port for processing migration requests and transmit data during executing P2V tasks
tep Port far management of Samba shared directories

tep Fort providing an AF| gateway for correlated security senices

top Fort for remote technical support regarding remote diagnostics, roubleshooting and recoveryto improve system performance. Itwill be automatically enabled after being ce.

top Port for access to admin console of Yiware aCenter virtual machine
top Port for external access to storage based on iSCS!virtual disks and shared disks, iSCSI protoc ol parsing and data transrission
tep Port forweh access o adrmin console of vitual network device and protected by SangforWaF

tep Port forweb access to HGI admin console

Status.

2 < < < < < K

By integrating UPS to HCI, VM is protected when the power grid is down. It protects the VM
from immediately shutting down and allow the VM to shut down properly when a certain
condition is met.

Sangfor Technologies

Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) |

E.: tech.support@sangfor.com |

335

W.: www.sangfor.com



HCl integrates with UPS through SNMP (simple network management protocol) protocol.
UPS vendor provides the OID (object identifier) library and through SNMP protocol, HCl is

able to receive the battery usage of the UPS and take actions when the battery usage is
below certain threshold.

Configure the UPS setting under Reliability > UPS

Networking Storage Nodes System @ Health Check

UPS Status

0 UPS | |% Aftach To Nodes| ¥ UPS-Powered Vi Shutdown

UPS Hame UPS Status Batiery Remaining Batiery Runfime UPSIP Connected Mordes Operation

AddUPS: Add new UPSto the HCI.
i. Name : Enter the name for the UPS.
i IP Address : IP Address of the UPS.
iii. Version : SNMP version with 3 options, version 1,2 and 3.
iv. Read Community : The read community in the SNMP setting.

V. OID : Select whether it is APC or Standard MIB. For other OID, please contact
Sangfor Support teams forfurther assistance.
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Add UPS pd

MNarne:

IF Address:

Warsion: SHMP 1.0 M
Fead Community: § Deoog community

(o][n} @ APC () Standard MIB

mlB 21D (Remaining P ower): is0.361.41.318111.2.21.0
MIB 21D {Cutput Status): is0.361.41.318111411.0
miB OID (Remaining Runtime):  is0.3.6.1.41.3181.1.1.2.2.3.0

) To change OID or use ather OIDs, contact technical suppaort

representative at +60 127-117-128(7511)

L oc fl conce

AttachToNodes: Select the corresponding nodes to attach with the UPS.
i. AttachUPS:Select the UPSto be attach to the selected nodes.

i. UPS Deployment Guide: View the UPSdeployment guide for different scenario with
single UPS, 2 UPS and multiples UPS.
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Attach To Modes ¥

¢ 1.1fa UPS runs out of power, it cannot provide power to the connected nodes, causing business interruption. To avoid this, follow

IUPE Deployment Guide to connect UPS and nodes.

2. The systern can only detect connectivity between UPS and nodes. Please make sure nodes are connected to the attached UPS(s)

and the physical switch connecting UPS and node is still connected to UPS.

C & Aftach UPS (3} UPS Deployment Guide
[] mNodeMarme Attached UPS Operation

[] 192.168.20.5 - Aftach

[ 192.168.203 ; Attach

[ 192168204 ; Attach

UFS Deployment Guide X

Single UPS Deployment

Cannect each node in the cluster to a UPS to have them protected by the same UPS.

Single Electricity Provider: Dual Electricity Providers:
% Network % Network

£

Power Adapter

BE- & B BH E H

MNode UPs MNode MNode UPs MNode

]
o ]

UPS-Powered VM Shutdown : When the node is powered by UPS only, this function allow to
shutdown VM follow by phases along with the battery percentage.

i. Status: Do not enable this function when the node is powered by both UPS and
eletricity provider.
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i UPS Battery Remaining: Configure the battery percentage to shutdown the VM
accordingly.

ii. Critical VM: Select the important vm as critical VM for phase II.

UFPS-Fowered Wi Shutdown poe

Mates:

Shutdown

1.When a node is powered by electricity provider and UPS (as
shown in the figure), do not enable UPS-powered Wi shutdown, or )
else itwill be triggered in case that UPS runs out of power.
2.WWhen a UPS on battery has remaining battery lower than
specified threshold, sequentially shut down Whis running on the
attached nodes.

3.WWhen a node is attached to multiple UPSs, UPS-powered Wit -
shutdown is triggered only when all the attached UPSs provide

power by hattery and their hattery remaining are lower than Node

specified threshold.
4. Ifresource scheduling is enabled, wMs will not e migrated to the nodes powered by LIPS on battery:

A. ITURPE status shows itis offline, the systermn will not perform UPS-powered WM shutdown on the nodes attached to that URS,

Status: (} Enabled

Shutdown Trigger:
As non-critical ¥z will be shut down first, set vidual machines running important business as critical Wids.
UPE Battery Remaining Action
Phaszel: = 70 % Shut down nan-critical Yhis
Phase lI: = &0 % (30%~100%) Shut down critical vilg (1 selected )

View Auto Shut-down VMs: The VM shutdown by the UPS-Powered VM Shutdown module
can be view and select to power on.

i. UPS-Powered VM Shutdown: Same configuration with the Status in UPS-
Powered VM Shutdown.

i Power On: Power on the selected powered off VM.
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Wiew Auto Shut-Down Wi b'e

LIP5-Fowered WM Shotdowen: Enahled tapplied to all LUPSs)

The fallowing Whis hawve heen automatically shot down:

o Power On m [

] Wh Mame Wiiarking Location Latest Shutdown Results

Mo data availahle
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Chapter3 CaseStudy

Use Case: Sangfor HCI Storage

There are two types of storage: local storage and external storage. Disks that come with
nodes having installed Sangfor HCl software are local storage, which cannot be accessed by
other nodes. Only when external storage is added can clustered virtual machines be used.
See Error! Reference source not found. section to add external storage.

Use Case: Virtual Machine

CreatingVM

1. Go to Compute, click New and choose Create New Virtual Machine to create a new
virtual machine running Windows Server 2008 OS. For details, refer to
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2. 2.2 Compute section.

Create New Virtual Machine

s

Name:

. » Group Default Grou v

2y -
» Tag Select IE‘
|' ]

HA: [+ Migrate Wi to another node if the node fails HA Settings
Datastare YirtualDatastore 1 h
Storage Policy: 2_replica ~ ®
Run on Nade <Auto= 4
Guest OS5 Selactwhich type of OS to install g
High Priority: [ Guarantee resources for Vi operation and recavery |

Configuration Advanced
: L High
Standard: o - © Cores: 8 core(s)

E Processor 8 core(s)

W 1iemony 16 5B Yirtual Sockets 1 I

o= Disk 1 120 GB Cores Per Socket: g v

SANGFOR aCloud VMware vCenter

2 8 View By Group ~ = List ORefresh ®New o n  +s+More Narme Q. Advance

L L m Node i s Host Resources Backup Permissions

B

O

Status CPU Usage Memory Usage Disk Usage

O poweredoff

Backup
© powered off WinT_

Clone

© powered off WinT_

N QO &

Edit

© poveredoff  Window

© powered off k

Oo0o00o0ooao

£y

© powered off ke

K

© poveredoff A B

O

© powered off i = Default Group

3. Install guest OS.
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e Upload ISO Image

Method 1: Go to Compute > New > Create New Virtual Machine, click Create New
Virtual Machine, and click CD/DVD 1 > Upload from this Local Disk, specify Image File
and Datastore fields, and click Upload to start this operation.

Configuration Advanced

Standard: Low - High CD/DVD Drive:
() Mone

(@) Load 150 image file

E Processor 8 core(s)

W ermory 16 GB
= Disk 1 120 GB
Upload from this Local PC
© coovo Nane
mw ethl Caonnected To: Edgel

& Other Hardwares

® Add Hardware ¥

Method 2: Go to Nodes > Storage > Local Storage > More > Manage,

Click Upload to upload ISO image files to datastore.

Refresh Cleanup

[ MName Last Modified

export_vim

iso

private

Method 3: Go to Compute > New > Create New Virtual Machine, click CD/DVD 1, and
click Browse to enter the Select1SO Image page, and then click Upload 1ISO Image to
enter the Upload Image file from this local disk to datastore page, click iconand enter
\\IP address of the host in the address bar on the page that pops up and then you may
be required to provide the admin account of that host. After entering the correct
username and password, you get access to the files on that host, find the ISO image file
and upload it to a specific datastore. Click CD/DVD 1 to enter the ISO image file that has
been uploaded in the Load ISO imagefile field.

Then go to edit VM configurations, click CD/DVD 1 to enter the ISO image file that has
been uploaded in the Load ISO image file field, save the changes and go back to the
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Compute.

Configuration Advanced

Standard: [ oy Typical High CO/DVD Drive:

(O None

(@ Load 150 image file

E Processor 8 core(s)

W [viemory 16 GB
A% Disk 1 120 GB
Upload from this Local PC
© coovo MNane
mm cthi Connected To: Edgel

¥ Other Hardwares

@ Add Hardware ¥

Click Power On to power on the virtual machine, as shown below:

Basics Node Throughput 10 Speed Host Resources Backup Permissions
[ ] Status Wi Mame IP Address Group CPU Usage Mernory Usage Disk Usage
© rowered off  AD_Calin

o powered off

7

o powered off

|

o powered off Br p-07-05-10-42-268

Ta
o powered off -
Backup
o powered off o
Clone

© rowered off

NG

Edit
© roweredoff o

© powered off [«

© nowered off Che.

0o oooooooo

© nowered off Ch.

After powering on the virtual machine, click Console to enter VM console and install
operating system and applications.

VM Migration

You may migrate the virtual machines to other nodes or other datastores.
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Cornpute > (Yor

Summary Snapshot Backup/CDP Permissions Alarms

5 Refresh

(=] Console [J shutDown [l Suspend B Take Snapshot  [3] Backup [Z Edit More v

() Power Off
) Reset

Throughput ¥ | cFU | Memory | 104

Jour | Last 24 Hours

Clone

o Migrate
\ ps

Disk Usage Migrate Across Clusters

8

Migrate to VMware vCenter

CPU Usage

0 «

Memary Usage
93 «

2.2 GHz X 4 core(s) Total: 8 GB Total: 999.99 GB
Free: 582 67 ME Free 82153 GE

Inbound 2 Kbps — Outbound 1.4 Kbps

Click Migrate, specify destination datastore and node, and click OK to start migration

Migrate VM X

o Select Location Type o Specify Dst Location

Current Location ) tion Location
Datastore: YirtualDatastore | v Datastore: WirualDatastore 1 v
Storage Policy: 2_replica v Storage Palicy: =Use ariginal storage policy w
Current Mode: 192.200.19.19 v Destination Mode: 182 200.13.18 v

0 Virtual machine could gain optimum performance if destination node is in the virtual datastore (VirtualDatastore1).

Use Case: Admin Permissions

Administrators are assigned with different permissions to manage virtual machines, virtual
network, storage, etc. Meanwhile, administrators can also manage resources available to
sub administrators.

The following describes how to assign permissions:

Sangfor Technologies
Block A1, Nanshan iPark, No.1001 Xueyuan Road,Nanshan District, Shenzhen, China

T.: +60 12711 7129 (7511) | E.: tech.support@sangfor.com | W.: www.sangfor.com
345



Go to System > System Administrators and Permissions > Administrators, click New
Account to add an administrator accountfirst, as shown below:

General

Licensing System Administrators and Date and Time
Permissions

Cluster Settings System Backup and Restore

Add Administrator Account X

Mame: |

Description:

Group: Default Group v
Passwoard:

Retype Passward:

Permissions:

Click Settings to enter the following page as shown below. On the Permissions page,
you may view resources available in the default group of virtual machines, virtual
network, and resources available in virtual storage, then choose desired resource(s)
under Available and assign the corresponding permission on under Selected.
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Permissions X

Permissions Resources System

' By default, no resource is selected. You may create a resource group for Administrators or select resources from the resource pool.

Available Selected
Asset Asset Permissions Remove

=Rl All Resources No data

I:l virtual Machine

O Virtual Netwaork Device

O Virtual Storage

[ Physical Disk

Click Resources to enter the following page, you may assign a maximum of 10 cores for
powered-on VMs, allocate a maximum of 20GB memory for powered-on VMs, and
specify 200GB as the maximum disk size forall the VMs.
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Permissions X

Permissions Resources System
CPU (@) Na limit
() Max cores far powered-on YM(s)
core(s)
Memary: (@) Mo limit
O Max memory for powered-on YM(s)
GB
Storage: (®) No limit
o Max disk size for all the Whi(s)
GE

Mote: The ahove resources are allocated to this Administratar to create virtual machines only, not as resources used by the virtual machines
created by other Administrator that are managed by this Administrator,

As for System, it includes Physical Resources, System Settings and Maintenance and
Others, as shown below:

Permissions >

Permissions Resources System

Physical Resources
Assign Administratars with configuration permissions under Home, Storage and Modes menus, as well as read-only permissions on all the virtual
machines

O wirite

O Read-only

@ Invisible

System Setting and Maintenance
Assign permissions on some page, including Licensing, Date and Time, Alarms, Cluster, Systemn Backup and Restore, Tech Support & Download.

O Wirite:
O Read-only

(@ Invisible

Qthers
Assign permissions on all the pages under Reliability Services (including Data Protection and Business Reliability), and Recyele Bin in System = Others

O Wirite
(O Read-only
@ Invisible

Accounts can be assigned with different permissions on virtual machines and virtual
network.
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ninistrators and Permissions Administrators Permissions

¢ Refresh  (® New  Ti Delete

[  Name Description Edit
Adrnin Al permissions
Deploy virtual machine Deplay virtual machine
Read-only permission Read-only permission

Mo permission
]  vM administration Use virtual machines [

] Metwark administration Use netwark functions [

Log in with test account.

4.% SANGFOR aCloud Compute  Networking  Reliability perotest

This cluster is managed by aCMP (192.168.19.200). Please log into aCMP to perform operations.

General

Advanced Settings

System Maintenance

Tasks Alarms System Diagnostics

Tech Support and Download
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